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Message from the Director

Stuart Stough 
HDIAC Director

The Homeland Defense & Security Infor-
mation Analysis Center (HDIAC) identifies 
relevant scientific and technical (S&T) in-
formation to develop and deliver timely, 
superior technical solutions to Combatant 
Commands, Program Executive Offices, 
operational units, leaders, project manag-
ers, researchers, and others in the Depart-
ment of Defense (DoD) as well as other 
government agencies and the Homeland 
Defense and Security community. HDIAC 
collaborates with partner organizations 
and a robust network of Subject Matter 
Experts (SMEs) to identify cutting-edge 
technologies that may fill existing and fu-
ture DoD gaps and requirements. 

HDIAC continued to collaborate with its 
Communities of Interests and engaged 
with its SMEs from Defense Criminal In-
vestigative Service, Sandia National Lab-
oratories, Oak Ridge National Laboratory, 
Missouri University of Science and Tech-
nology, University of Sydney, and others. 
HDIAC’s SMEs provided extensive sup-
port across all eight focus areas, with 
notable contributions in CBRN Defense, 

Critical Infrastructure Protection, Cultural 
Studies, Homeland Defense and Security, 
Medical, and WMD. Specifically, HDIAC 
provided original research products, such 
as Defining the Profile of Potential Cyber 
Criminals; Synthetic Blood Products and 
the DoD; Predictive and Diagnostic Meth-
odologies for Traumatic Brain Injuries; and 
Detecting Unexploded Ordnance Through 
Changes in Plant Health.

Last quarter, HDIAC SMEs completed 
a Core Analysis Task (CAT) for the U.S. 
Army Natick Soldier Research, Develop-
ment and Engineering Center (NSRDEC) 
that focused on improving soldier perfor-
mance, protection, and medical monitor-
ing through advances in e-textiles and 
other soldier-wearable devices. HDIAC 
collaborated with NSRDEC, multiple DoD 
agencies, NASA, and component and 
national laboratories regarding R&D ad-
vances that will support NSRDEC’s future 
efforts to improve tracking soldier perfor-
mance, health status, and potential expo-
sure to harmful substances.  

Our center engaged our user community 
regarding state-of-the-art developments 
and trends in medical monitoring for sol-
diers operating in deployed, austere, and 
rugged environments. In March, HDIAC 
SMEs Gregory Nichols (HDIAC) and Glory 
Emmanuel-Aviña (Sandia National Labo-
ratories) hosted a well-attended online 
webinar on emerging wearables technol-
ogy that may be used by DoD to monitor 
soldier performance. In May, HDIAC pub-
lished a Tech Talk on the topic, Physiolog-
ical Monitoring and the DoD. 

In this issue of the HDIAC Journal, Em-
manuel-Aviña discusses the particulars 
of her research, examining how suites of 
standard physiological monitoring devic-
es can be combined to detect warfighter 
exposure to a CBRN agent—while also 
differentiating an exposure from perfor-

mance decrement arising from fatigue. 
Emmanuel-Aviña concludes, “Identifying 
additional data streams that measure hu-
man performance in real-time and quan-
tifying them through advanced wearable 
technology may allow us to both anticipate 
as well as make decisions about health in 
extreme environments.”

HDIAC also investigated methods for 
mitigating the degradation of warfighter 
performance in hypoxic environments, an 
environmental risk for Special Operations 
Forces, military aircrew, and dismounted 
warfighters operating in high-altitude ter-
rain. In particular, military aircraft have 
experienced multiple oxygen deficiency 
events in the past several years, which 
can significantly diminish pilot precision 
and control. HDIAC delivered a potential 
solution set to the Special Operations 
Community, Air Force, and Office of Na-
val Research, briefing them on methods 
for artificial acclimatization that include 
pharmaceutical-based and other tools for 
decreasing hypoxic risk.

Over the last quarter, HDIAC encountered 
a growing interest amongst our govern-
ment and military clients and associates 
in several other critical areas. The Depart-
ment of Homeland Security (DHS), Envi-
ronmental Protection Agency (EPA), Drug 
Enforcement Agency, and state and local 
law enforcement agencies have seen a 
dramatic increase in the illegal use and 
sale of dangerous synthetic opioids. The 
class of opioid known as fentanyl has 
proven especially dangerous. HDIAC 
recently completed a Technical Inqui-
ry for DHS on methods for detecting the 
presence of fentanyl. In May, the center 
completed an inquiry for EPA on leading 
options for indoor surface decontamina-
tion of fentanyl and similar derivatives. 
HDIAC is currently developing solution 
sets for this difficult and enduring problem 
facing our government stakeholders.
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Many communities have an interest in quanti-
fying human performance, as the monitoring 
of physiological data helps to inform physical 
fitness performance, medical assessments, 
mental health, rehabilitation, and educational 
methods. The Department of Defense (DoD) 
may also benefit from real-time physiologi-
cal monitoring. According to the Defense 
Science and Technology 2016 Human Sys-
tems Roadmap, the deployment of wearable 
sensor technology is a key mission area for 
protecting warfighters from threats in the en-
vironment. Both high-resolution, wearable 
kinematic sensors and real-time algorithm 
development are near and mid-term goals to 
aid warfighter performance [1]. 

Chemical and biological agent use has 
grown since 9/11 and remains a known 
threat to military forces [2], and the use of 
wearable technologies to analyze human be-
havior in real time could help to differentiate 
between fatigue and exposure to chemical 
and biological agents. Wearables, such as a 
wirelessly-connected ring, have been made 
to detect chemical and biological agents [3], 
but these devices detect threats present 
in a liquid or vapor phase. By equipping a 
group with wearable devices that monitor 
specific biomarkers, military analysts and 
decision-makers can track both an individual 
warfighter’s health and monitor for group-lev-

el physiological responses that may indi-
cate possible chem-bio exposure. Although 
wearable fitness devices can be used for re-
al-time health monitoring, research is need-
ed to understand what biomarkers would be 
indicative of individual health versus threat 
exposure. 

Currently, physiological data is the primary 
source for quantifying human performance. 
Through human-subject studies, individuals 
can be instrumented with wearable fitness 
devices capable of measuring physiological 
markers such as heart rate, cadence, breath-
ing rate, etc. Statistical models then analyze 
this data to connect physiological markers to 
performance. 

Monitoring neurocognition and blood chem-
istry provides other datasets that could serve 
as early indicators of health, performance, 
fatigue, and exposure. However, the tech-
nology for quantifying cognitive ability and 
blood markers are not as advanced as phys-
iological, wearable devices. Neurocognitive 
data, which quantifies brain activity engaged 
during physical movement, is indirectly 
measured through cognitive tasks before 
and after, or periodically during, an activity. 
Therefore, it is difficult to develop a device 
that can measure neurocognitive activity in 
non-laboratory environments. 

As far as we know, there is no adequate de-
vice to quantify neurocognition in real time or 

while performing a physically engaging activ-
ity. While blood composition is a measure of 
human performance, it is collected through 
invasive procedures (e.g., blood draws) and 
must also be analyzed post-activity. How-
ever, biomarkers have been non-invasively 
and passively measured through wearable, 
microneedle patches, which lightly penetrate 
the surface of the skin. 

Dermal interstitial fluid (ISF), for example, 
can be drawn by microneedles and have 
been found to measure biomarkers that 
are usually measured through blood draws. 
Identifying additional data streams that mea-
sure human performance in real time and 
quantifying them through advanced wear-
able technology may allow us to both antici-
pate as well as make decisions about health 
in extreme environments. 

By quantifying attributes of physical fatigue, 
we can differentiate physiological responses 
from chemical and biological threats. This 
is important because military personnel are 
often subject to high-consequence, extreme 
environments where physical abilities are 
challenged. Additionally, they may be vulner-
able to biological threats in austere environ-
ments.

Although real-time monitoring of data col-
lected from wearable technologies may help 
to monitor personnel behavior during a mis-
sion, analysts must be able to differentiate 
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between individual health events (e.g., heat 
stroke, hyponatremia, dehydration, altitude 
sickness) and exposure to chem-bio agents 
(e.g., anthrax, sarin, hydrogen cyanide).  

Research studies funded by government 
agencies that serve the DoD are examining 
chem-bio threats from various perspectives. 
Some projects study the threat agents them-
selves to determine how they work. Other 
studies examine how animals react to such 
agents, how to protect and defend against 
these agents, or the impact of attacks on 
large populations. 

A critical body of research uses human-sub-
jects research to study how chem-bio agents 
may be detected in humans. A subset of that 
research focuses on wearable technologies. 
Specifically, the Defense Threat Reduction 
Agency (DTRA) is funding research projects 
that investigate how wearable technologies 
may be used to detect exposure, one of 
which is led by the author, the Wearables at 
the Canyon for Health (WATCH) project.

Researchers are investigating multiple ways 
that wearables may be used to detect chem-
bio exposure. One approach is to quanti-
fy physiological, cognitive, and biological 
markers to evaluate human performance 
and physical fatigue in extreme environ-
ments. Another method is to collect physio-
logical data on individuals who are sick with 
common health ailments (e.g., influenza, 

common cold) and determine how wear-
able technology data differentiates between 
healthy and sick individuals. Researchers 
are also testing how ISF, which is extracted 
from a simple wearable microneedle patch 
on the surface of the skin, can replace inva-
sive and static blood draws so that biomarker 
data can be continuously collected and an-
alyzed. 

This article presents WATCH project meth-
odologies and findings of human-subjects 
research that can be applied to high-conse-
quence scenarios where chem-bio threats 
are prevalent. First, recent research in wear-
able technologies related to sensor develop-
ment, smart clothing, and data management 
is presented. Then human-subjects research 
regarding how wearable technologies can be 
applied to chem-bio threat detection is exam-
ined. Finally, the need to expand human-sub-
jects research in wearable technologies and 
how such R&D will continue to serve the 
DoD is discussed. 

Wearable Technology Research 
for the DoD

Physiological Monitoring

Wearable sensors through fitness devices 
are the most common way to obtain phys-
iological data. However, challenges arise 
when attempting to use these commercially 
available wearables for consistent medical 

monitoring. Proper fit of the device to avoid 
chafing and/or inhibition of movement, a ro-
bust signal, battery life, valid data, longevity 
of the device, and robustness in harsh envi-
ronmental conditions are just a few of these 
challenges. Attempts have been made to 
improve form, fit, and function of devices by 
reducing size and improving design and ma-
terials used [4]. For example, pulse rate is a 
physiological marker that sheds light on work 
load. Photoplethysmography (PPG) pulses, 
which access oxygen saturation, can be as-
sessed through pulse oximeters. 

Pulse oximeters are small, wearable, pulse 
rate sensors, which use infrared light-emit-
ting diodes (LEDs) and photodetectors to 
create a simple, reliable, low-cost way to 
noninvasively monitor pulse rate [5]. Skin-
worn, temporary tattoos may also soon pro-
vide real-time non-invasive analysis of key 
electrolytes and metabolites. In addition, they 
may also be used to measure physiologi-
cal markers, such as heart rate, electroen-
cephalogram (EEG), and electrocardiogram 
(ECG), that are usually captured through 
bulky or uncomfortable devices [6, 7]. 

Furthermore, different approaches may be 
used to improve battery life, such as minimiz-
ing power consumption by using electrocar-
diographic waveforms to turn devices on and 
off to save battery power [8] and harvesting 
human and ambient energy sources using 
electromagnetic generators [9]. 

Photo illustration created by HDIAC and adapted from Adobe Stock and a photo by GySgt Robert B. Brown Jr. (Available for viewing at 
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contexts [12]. Impaired cognitive function 
could be an earlier indicator of health de-
cline, both for physical fatigue and chem-bio 
exposure. If we could measure neurocogni-
tive data well, it would help to better quantify 
human performance. If we could measure 
neurocognitive data in real time, it could 
serve as an early predictor of performance 
decline. Currently, neurocognitive processes 
are best quantified in highly controlled lab-
oratory settings. Wearable neurocognitive 
monitors are not suited for activities that re-
quire heavy movement and are usually lim-
ited to stationary tasks [13]. Neurocognition 
can also be measured before and after an 
activity by, for example, having an individual 
complete a cognitive task that measures fo-
cused attention pre- and post-hike, but this 
does not quantify brain activity during physi-
cal exhaustion or chem-bio exposure.

There are various ways to measure neuro-
cognitive activity. Portable, wearable eye 
trackers have the potential to measure this 
activity via gaze location, blink rate, and/
or pupil dilation. Similarly, portable, re-
duced-electrode EEG devices may provide 
insight into brain function. Eye trackers are 
often used to gain insight into underlying 
mental processes, such as attention, situ-
ational awareness, cognitive load, and be-
havior-directed intentions [14-16]. Much like 
the wearable technologies field, eye track-
ing research is on the rise, with lightweight, 
increasingly portable machines becoming 
more accessible and numerous than ever 
before (e.g., eye tracking “glasses”). Porta-

Figure 1. Hikers are asked to complete a short cognitive battery before, during, and after the 
hike and wear a suite of fitness, wearable devices. (Source: Sandia National Laboratories)

Smart Clothing

Smart clothing is an attractive alternative to 
wearables because they are easily worn, 
making them more integrated with human 
activity. Electronic textiles (e-textiles) are 
fabrics with electronics and interconnections 
either woven into them or embedded in the 
fibers themselves. E-textile fabrics can de-
tect the activity and physiological status of 
the user. Different types of e-textiles present 
trade-offs between flexibility, ergonomics, 
low power consumption, integration, and 
autonomy [10]. Although smart clothing is a 
step forward for ease of use and integration 
with individual users, there are challeng-
es with fit and flexibility. For example, with 
silicone-based, LED clothing, there is an 
intrinsic stiffness of inorganic semiconduc-
tors, which makes them uncomfortable to 
wear. Innovative methodologies are being 
researched to address this, including the 
fabrication of thin and flexible emitting fabric 
that utilizes organic light-emitting diodes [11].  

Neurocognitive Data

Neurocognitive data, which is cognitive 
function while performing and completing a 
task, is of increasing interest. Neurocognitive 
monitoring examines an individual’s ability 
to make decisions, remember information, 
maintain alertness, and respond to threat-
ening stimuli. This is important for military 
settings since sleep, focused attention, de-
cision-making, and other cognitive activities 
are tasked in high-consequence mission 

ble EEG machines that are quick to set up 
and have a reduced number of electrodes 
are now readily available. In relatively un-
controlled settings, these machines are best 
used for determining general alertness or 
activity (e.g., the ratio of alpha- to beta-band 
activity), which has been linked to fatigue 
during intense activity in laboratory environ-
ments [17]. However, EEG studies are lim-
ited to controlled environments because of 
the delicateness of the equipment, the con-
sequence of sweat on device fit, and overall 
discomfort of device when moving around. 

Advances are being made to enable EEG for 
more active behaviors [18], but this technolo-
gy is not yet mature for intense activity, such 
as hiking or running. Transcranial direct-cur-
rent stimulation (tDCS) is another neuro-
cognitive application that has been linked to 
improvements in working memory capacity 
[19]. Application of tDCS as part of a wear-
able device in extreme settings could have 
positive effects, but the research in this area 
is both sparse and difficult to conduct without 
proper technology development.  

Human-subjects Research for 
Wearable Technologies

By studying hikers in an environment with 
significant changes in temperature and alti-
tude, the WATCH study is creating a dataset 
that measures cognitive and physiological 
markers that could help predict performance 
decrement from physical stress. WATCH col-
lects data from hikers hiking from the Grand 
Canyon‘s South Rim to its North Rim. These 
hikers each wear multiple wearable, com-
mercial-off-the-shelf (COT), fitness devices 
provided by the research team to monitor 
their physical activity [20, 21]. Cognitive data 
is also collected by requiring hikers to com-
plete a 5-10 minute cognitive battery every 
5 miles during the hike. Data is collected 
from two different cohorts: civilian volunteers 
and military personnel. The purpose of this 
study is to identify physiological and cog-
nitive markers most relevant to health and 
task performance and to assess which COT 
wearable devices are best for such measure-
ment in extreme environments. 

It also focuses on developing statistical 
models to identify markers that are the most 
predictive of benign versus traumatic health 
events. This study is funded by DTRA’s 
Chemical and Biological Technologies de-
partment. Below are figures that show data 
collection at the Grand Canyon trailhead with 

B
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human subjects as well as data from fitness 
devices illustrating how heart rate can be 
displayed for individuals wearing multiple fit-
ness devices.

Another study conducted by the Naval War-
fare Center [22] examines how sleep pat-
terns, heart rates, respiration rate, and body 
temperature are disrupted by bodily infec-
tion or other altered health statuses. These 
disruptions are also present for military per-
sonnel in a mission context. This project 
aims to collect wearable device data from 
individuals to establish baseline physiologi-
cal parameters for healthy individuals when 
they are normally functioning and when they 
are exposed to common infections (cold, flu, 
etc.). The goal is to develop an early warning 
system that monitors physiological endpoints 
using state-of-the-art COT biomonitoring 
devices  that correlate the data with actual 
health status and medical readiness. Devic-
es test for personal identifiable information 
(PII) security, performance, robustness, data 
security controls, and reliability in monitoring 
and recording physiological parameters of 
interest.  In addition, statistical algorithms 
have been developed using programming 
languages to analyze subject time-series 
data. The algorithms monitor sleep, heart 
rate (from inter-beat-intervals), and diurnal 
patterns in order to establish baselines in the 
dataset.

Wearable technologies are also being used 
to collect biological fluids in real time, such 
as sweat [23] and ISF [24]. For example, 
microneedles are used to sample ISF for 
clinical monitoring and diagnosis. Although 
ISF can be extracted through microneedles, 
little is known about ISF’s composition and 
the information it provides on human chem-
istry and behavior. Another study funded by 
DTRA develops a novel microneedle array 

as a wearable device to collect dermal ISF 
from three healthy human donors. This data 
is then compared with matching serum and 
plasma samples [25]. This study, using a 
shotgun quantitative proteomic approach, 
confirmed that ISF is highly similar to both 
plasma and serum. ISF was found to be 
highly homogeneous and nearly indistin-
guishable for protein diversity from serum 
and plasma. Additional research has found 
that dermal ISF possesses transcriptomic 
and proteomic content highly similar to se-
rum and plasma, and, therefore, it could be 
a proxy for blood in health monitoring [26]. 
Consequently, ISF could serve as a mini-
mally invasive alternative for blood-derived 
fluids with potential for real-time monitoring 
applications.

Recommendations for
Further Research

Predictive and Real-time Analytics

In addition to R&D advances, innovative sta-
tistical models must also be developed to ap-
propriately analyze continuous, physiological 
data. An algorithm named Presymptomatic 
Agent Exposure Detection (PRESAGED) 
has been designed by researchers from MIT 
Lincoln Laboratory, the U.S. Army Medical 
Research Institute of Infectious Diseases, 
and the National Institutes of Health Inte-
grated Research Facility. PRESAGED uses 
real-time physiological data to predict the 
probability that a person was exposed to a 
pathogen, such as a virus or bacteria [27]. 

Figure 2. Parallel recordings of heart rate using 3 types of sensors on each of 6 participants. 
Their completion times for the hike range from 9.5 to 15.5 hours. (Source: Sandia National 
Laboratories)

Figure 3. The Naval Warfare Center developed a statistical algorithm to identify diurnal patterns within subjects utilizing a wrist-worn COTS 
biomonitor. (Source: Naval Surface Warfare Center Dahlgren Division)
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Figure 4. Development of microneedles as a wearable technology. (Source: Sandia National 
Laboratories)

To date, this algorithm has been tested on such as support vector machine or neural 
datasets acquired from non-human primates. nets, to build the predictive model and val-
To test algorithms such as PRESAGED, idate the model using cross-validation. We 
datasets that quantify human performance will then move toward real-time data pro-
under physical health events must be com- cessing. Further statistical analyses need 
pared to datasets that quantify human per- to be developed from predictive models to 
formance under chemical/biological events. rapidly and accurately fuse and assess in-

coming data streams.  
However, we must first be able to clearly 
differentiate between markers of health de- Security Considerations
cline in extreme environments and markers 
stemming from chem-bio exposure. Confir- The goal is for wearable technologies to 
matory and exploratory statistical analyses equip military personnel and DoD deci-
will help differentiate between health decline sion-makers with information about personal 
and exposure. The objective of confirmato- health as well as the possibility of chemical, 
ry analyses is to validate how physiological, biological, and radiological exposures [29]. 
cognitive, and biological markers quantify However, in order to operationalize real-time 
health and fatigue in extreme environments data, security protocols to keep data secure 
using datasets created from human-sub- must be implemented. This is evidenced by 
jects. Confirmatory statistical methodology the January 2018 event in which it was dis-
will emphasize robustness and interpret- covered that location information obtained 
ability. We propose using a derived variable from wearable fitness watches and GPS 
analysis [28] to build summary measures tracking applications was being released 
from the longitudinal data collected through through GPS tracking app Strava [30].
human-subjects studies. 

As there is a movement to integrate patient 
Machine learning strategies can be used to wearable data with electronic medical re-
build models with complex interactions be- cords, personal health records, patient por-
tween variables. Features can also be used tals, and clinical data repositories [31], this 
that can be reliably constructed outside the data must be securely transmitted. Innova-
environment of the original study for predic- tive methods are being developed to pre-
tive purposes. In current datasets, we pro- vent the exploitation of sensitive user data. 
pose to first use derived variable analysis to One recent study determined and presented 
generate features from the device data and techniques that allow an adversary to extract 
then traditional machine learning methods, data from smartwatches, including text mes-

sages, contact information, and biomedical 
data [32]. Overall, the type of data being 
collected by wearable devices, the way the 
data is being extracted and released, the in-
formation that can be deduced from the data, 
and who should and should have access to 
this information are all critical questions that 
should inform data management. Although 
an infrastructure must be created to protect 
data extraction and communication, this is a 
complex challenge. Specifically, it is difficult 
to create solutions for extracting device data 
in extreme environments, especially where 
there are limited network sources. It is even 
more difficult to protect data so that it is only 
accessible by a subgroup of users once it 
has been extracted. There is currently very 
limited open source literature regarding po-
tential solutions. Most solutions are based 
on devices that use privacy-preserving 
data aggregation in cloud-assisted wireless 
wearable communication, but tactics in-
clude: secure multiparty computation, fully  
homomorphic encryption, and the one-way 
(trapdoor) function [33]. 

Conclusion

The use of wearable technologies presents 
an opportunity to enhance human perfor-
mance. These devices are being further 
developed to enhance performance func-
tions ranging from those used by individuals 
personally monitoring their health to military 
personnel monitoring their environment. 
However, challenges remain regarding the 
use of wearables for physiological monitoring 
in military contexts. Devices must obtain val-
id, useful data and remain powered for long 
periods of time. They must be robust enough 
to withstand extreme environments, multiple 
types of terrains, temperature swings, and 
variable climates. They must also enhance 
human performance without added distrac-
tion, weight, or discomfort, and acquired data 
must be securely monitored and stored.

Current research projects funded by DoD 
agencies are generating datasets that quan-
tify the effects of physical and cognitive fa-
tigue as well as biological responses when 
exposed to common infections. Researchers 
are exploring how to make wearable technol-
ogies that can continuously collect biological 
data related to human performance. This 
research will assist in the development of 
enhanced wearables technologies that may 
be used by DoD to determine the origin of 
change in physiological, cognitive, or biolog-
ical markers. 

B
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Genomics is a transformative and data-rich 
field that has experienced tremendous 
growth over the past 12 years. With the ad-
vent of Next-Generation Sequencing (NGS) 
platforms in 2005, an exponential amount of 
data has been generated and deposited into 
the National Center for Biotechnology Infor-
mation databases [1]. Genomics provides 
valuable research opportunities to help de-
scribe the function, structure, and evolution 
of all living organisms. For the Chemical 
and Biological Defense Program (CBDP), it 
has provided Department of Defense (DoD) 
laboratories with a powerful tool that helps 
characterize biological threat agents and an 
abundance of information that shapes detec-
tion, diagnostics, therapeutics, and prophy-
laxis capabilities. 

In 2003, initial sequencing of the entire hu-
man genome cost approximately $2.7 billion 
[2]. Fifteen years later, what once took bil-

lions of dollars to accomplish, now can cost 
less than $1,000 [3]. Today, valuable data 
can be generated in a relatively cost-effec-
tive manner from numerous sequencing plat-
forms available on the market. A steady and 
continuous decrease in genome sequencing 

costs is projected, which may lead to: 1) 
an overwhelming abundance of data and 
2) increased opportunities to utilize NGS to 
address various research topics in a cost-ef-
fective manner [4]. The decrease in genome 
sequencing costs and the proliferation of 

Figure 1. An overview of the EDGE Bioinformatics workflow and modules [7] 
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various next generation sequencing technol-
ogies show great promise in improving force 
health protection. 

For more than a decade, the DoD CBDP has 
monitored this trend and invested in utilizing 
NGS to molecularly characterize biological 
threat agents that can, in turn, help detect, 
diagnose, and treat the warfighter [5]. There 
is an overwhelming amount of genomic data 
that has been generated by DoD service 
laboratories, U.S. government agencies, 
academia, and industry. In fact, it is predict-
ed that genomic data will “be on par with or 
the most demanding of” big data generators 
such as astronomy, Twitter, and YouTube, by 
2025 [1]. 

In addition to the sheer amount of data being 
generated, this NGS data is often not readily 
actionable or informative as it requires signif-
icant analyses and data processing. In order 
to address this big data challenge, and ulti-
mately best support the warfighter, we must 
overcome a significant technology gap—how 
can the U.S. military rapidly analyze all the 

resulting sequencing data without a team of 
bioinformaticians? 

Empowering the Development of Genomic 
Expertise (EDGE) Bioinformatics was devel-
oped to address the genomic analysis chal-
lenge to effectively utilize NGS for the CBDP 
mission. For example, the ability to quickly 
analyze genetic data may allow the U.S. mil-
itary to determine if a warfighter has been 
exposed to a biological warfare agent; deter-
mine whether the causative agent is a virus 
or bacteria; inform medical countermeasures 
such as prescribing antibiotics; and provide 
information on circulating pathogens and in-
fectious diseases in field-forward locations 
prior to deployment.

Challenges Using NGS

In 2013, DoD began equipping laborato-
ries located in the U.S. and abroad with 
cutting-edge equipment, such as the Illu-
mina MiSeq next-generation sequencer 
and server systems, in an effort to improve 
warfighter protection from biological warfare 

agents and public health threats. However, 
the adoption and use of these state-of-the-
art NGS technologies have been limited due 
to numerous complexities involving, but not 
limited to, sample preparation and workflow 
bottlenecks associated with genomic anal-
ysis. This, coupled with the overwhelming 
amounts of NGS data generated from a se-
quencing run, can be a daunting challenge 
for inexperienced users or those that lack 
significant bioinformatic training. The U.S. 
military is not immune to the shortage of 
bioinformaticians, making the rapid adoption 
of cutting-edge diagnostic equipment even 
more difficult [6]. 

Solving the Big Data 
Analysis Challenge

To readily address the analysis bottleneck 
issues, the Joint Science and Technology 
Office (JSTO) at the Defense Threat Reduc-
tion Agency (DTRA) has collaborated with 
Los Alamos National Laboratory (LANL) and 
the Biological Defense Research Directorate 
at the Naval Medical Research Center to 

Photo Illustration created by HDIAC and adapted from Adobe Stock.
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develop and pilot the EDGE Bioinformatics 
platform. This suite of bioinformatic tools was 
initially tailored to support the Illumina MiS-
eq, providing a variety of modular tools that 
can analyze genomic data generated by var-
ious NGS instruments. Specifically, EDGE 
Bioinformatics can analyze any raw data in 
the FASTA/FASTQ file format.

EDGE Bioinformatics has pre-configured 
workflows or modules (see Figure 1) for an-
alyzing genomic data, identifying relevant 
genes of interest, and creating reports and 
graphics with an easy-to-use web-interface 
[7]. The latest version of EDGE (Version 
1.5) is built around a collection of more than 
50 publicly available open-source software 
packaged into seven modular workflows: 
pre-processing; assembly and annotation; 
reference-based analysis; taxonomic clas-
sification; phylogenetic analysis; specialty 
gene analysis; and polymerase chain re-
action primer analysis [7]. An operator can 

select modules individually or run them in 
any number of combinations to address 
particular analysis needs. Specific modules 
used in the EDGE Bioinformatics suite are 
dependent on the user’s scientific hypothe-
ses and experimental needs. Additional tools 
and modules can be developed or incorpo-
rated to best support the variety of analyses 
needed for applications across DoD. Many 
of these applications can be leveraged by 
other government agencies that have similar 
scientific questions and require similar bioin-
formatics solutions. 

Bioinformatics can be used to detect vir-
ulence factors, determine bacterial strain 
type, combat the emerging threat of antimi-
crobial resistance, and identify dangerous 
pathogens [8]. EDGE Bioinformatics relies 
on several modules, which have numerous 
tools within each to readily analyze and 
make sense of the wealth of data. One pop-
ular module within the EDGE Bioinformatics 

suite is the taxonomic classification module, 
which currently uses numerous taxonomy 
tools such as Genomic Origins Through Tax-
onomic CHAllenge (GOTTCHA) to help iden-
tify biological organisms such as pathogens 
in environmental and/or clinical samples us-
ing sequencing data.

GOTTCHA was designed by LANL research-
ers (developers of the EDGE Bioinformatics 
suite) to detect and classify microbes pres-
ent from a mixed metagenomic sample [9]. In 
addition to GOTTCHA, EDGE Bioinformatics 
allows the user to utilize and compare oth-
er alternative taxonomy tools (e.g., Kraken, 
BWA, DIAMOND, etc.) (see Figure 2a). The 
user may gain confidence in the reliability of 
his/her results because multiple tools yield 
the same output (although based on differ-
ent algorithms).  

Taxonomy tools such as GOTTCHA can be 
used to help identify Bacillus anthracis from 

Figure 2. EDGE outputs a variety of files, tables, and graphics that can be viewed on screen or 
downloaded. For instance, (a) heatmap identifying the Zaire ebolavirus as the most probable 
causative agent; and (b) Krona plot view of the same data can also be seen.(a)

(b)
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a stool sample or help detect Francisella tu-
larensis from air [9]. Alternatively, if the user 
was also interested in identifying antimicrobi-
al resistance genes or virulence factors, the 
user would simply use the specialty gene 
analysis module. 

According to the 2015 National Action Plan 
for Combating Antibiotic-resistant Bacteria, 
antibiotic-resistant bacteria pose an “ur-
gent and serious” threat to both the U.S. 
and global population [10]. In fact, the DoD 
was directed to “fund at least one project 
involving next-generation sequencing tech-
nologies or bioinformatics platforms or tools 
that can be leveraged to improve diagnos-
tics for drug-resistant or multidrug resistant 
pathogens [10].” EDGE Bioinformatics is 
addressing this serious threat through the 
specialty genes analysis module that lever-
ages Short, Better Representative Extract 
Dataset (ShortBRED) to help identify phy-
logenetic signatures of antibiotic resistance. 
ShortBRED is a software tool developed by 
Harvard University researchers that profiles 
proteins families of interests from sequenc-
ing data [11]. 

In the specialty gene analysis module, 
EDGE Bioinformatics can perform either 
read-based or DNA fragment/contig-based 
analysis, which the user can easily select to 
profile protein families associated with antibi-
otic-resistance or virulence factors (or both) 
depending on the needs of the user. EDGE 
Bioinformatics is the first platform designed 
to allow the user to operate any number of 
tools (developed by multiple organizations) 
independently or in parallel using genomic 
sequencing data.

The only input required from the user is raw 
sequencing data in the form of a FASTA or 
FASTQ file, and the EDGE Bioinformatics 
platform will generate accessible outputs, 
including text and figures (some featuring 
user-interactive graphics) [7]. This means no 
coding experience is required. Instead, a lab-
oratory technician can analyze a sample in 
as little as minutes to hours (instead of days 
or weeks) by simply toggling featured options 
on or off within each module, promptly gain-
ing access to results that can be directly pro-
vided to decision-makers. Although EDGE 
Bioinformatics was designed with non-bioin-
formaticians in mind, it can easily be custom-
ized for use by advanced bioinformaticians 
with an optional command line interface seen 
in other platforms such as Galaxy and Bas-
eSpace [12]. These more experienced bioin-

formaticians can utilize EDGE Bioinformatics 
to initially run data through the platform and 
then delve deeper into the NGS data using 
custom workflows. 

EDGE Bioinformatics 2.0

EDGE Bioinformatics Version 2.0 is cur-
rently under research and development and 
is scheduled to be released in 2019. It will 
include enhanced versions of tools for tax-
onomy and phylogeny and will also incorpo-
rate tools tailored for transcriptomic studies 
with ribonucleic acid sequencing (RNA seq) 
as well as software tools designed by the 
U.S. Army Medical Research Institute of 
Infectious Diseases (USAMRIID). These 
USAMRIID-developed tools will assist with 
pathogen discovery and develop NGS-
based laboratory developed tests. Once 
Version 2.0 becomes available, JSTO will 
encourage others to incorporate third party 
workflows and tools. This will provide ample 
opportunity for collaboration, serving as a 
way to crowdsource bioinformatic solutions, 
overcoming the big data analysis challenge 
of genomics. 

Outside of genomics, EDGE Bioinformatics 
will begin providing solutions to RNA seq/
transcriptomic studies that evaluate gene 
expression. Studying gene expression al-
lows JSTO and DoD to gain a deeper under-
standing of cellular functions and processes 
that may contribute to disease. To readily 

address and enable these types of research 
studies, EDGE Bioinformatics developers at 
LANL are actively working on a tool called 
Pipeline for Reference-based Transcriptom-
ics (known as PiReT) that will allow research-
ers to discover and evaluate biomarkers or 
signatures from host–pathogen interactions. 
The interplay between host and microbe can 
provide early indicators/signatures that could 
in turn prove to be revolutionary in how we 
diagnose and control diseases [13].

Moving forward, EDGE Bioinformatics will 
empower the user to incorporate his/her own 
tools and workflows into the suite. Further-
more, JSTO is investigating the incorporation 
of tools built for other sequencing platforms 
in order to accommodate upcoming NGS 
technologies, such as the Oxford Nanopore 
Technologies MinION. Eventually, a fully 
functional EDGE Bioinformatics will allow 
DoD to develop a Food and Drug Adminis-
tration cleared and approved NGS-based 
test for clinical use against biological threat 
agents. 

Figure 3. A detailed overview of the EDGE Bioinformatics Version 1 environment

Conclusion

EDGE Bioinformatics was intended for use 
in DoD laboratories that lack bioinformat-
ics capabilities. However, it is readily being 
utilized internationally by private industry, 
health care providers, other government 
laboratories, and academia. It has been suc-
cessfully installed in more than 20 DoD and 
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partner-nation laboratories across 11 coun-
tries, including a number of Naval Medical 
Research Units and Centers for Disease 
Control and Prevention laboratories [12, 14]. 
DoD is primarily using EDGE Bioinformatics 
for analyses of microbial genomics and iden-
tification of biological threat agents. EDGE 
Bioinformatics was used to help analyze the 
sequencing data from the 2014-2016 Ebola 
Outbreak in West Africa and was more re-
cently used to track diseases such as hanta-
virus in the Republic of Korea [7, 15].

Ultimately, in order to utilize NGS as a tool 
to aid medical diagnostics, hardened bioin-
formatic solutions that readily process and 
quickly analyze data in a timely fashion will 
be required. Because of time hindrances, 
NGS is not yet a premier diagnostic tool but 
rather a research tool that can provide infor-
mative laboratory data that can potentially 
aid clinicians and influence diagnosis [16]. 
An accurate medical diagnosis ideally re-
quires a comprehensive amount of informa-
tion, including patient (i.e., warfighter) history 

and physical examination and test results. 

Future DTRA-JSTO investments regarding 
host-pathogen interactions will continue to 
make sequencing a useful research tool that 
may ultimately aid in the advancement of 
novel diagnostic capabilities, with the hope 
that NGS can be used to diagnose ill patients 
in the future. Until then, EDGE Bioinformat-
ics will continue to be used to help develop 
diagnostic products and support biological 
detection capabilities.
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Sustainability (durability and reliabili-
ty that can be affordably maintained) 
and resiliency (withstanding and rapidly 
recovering from hazards) are two key 
characteristics of the American infra-
structure system. However, the U.S. is 
facing critical challenges associated with 
progressively aging infrastructure. The 
2017 Infrastructure Report Card issued 
a grade of D+ to the overall condition of 
the U.S. infrastructure [1]. 

Bridges are illustrative of poorly main-
tained infrastructure. Out of the 600,000 

bridges in the U.S., 40 percent are 50 
years or older and 9 percent were struc-
turally deficient in 2016, but, on aver-
age, 188 million trips were made across 
a structurally deficient bridge each day 
[1]. Long-term aging and deterioration 
of structures is not only a sustainability 
issue but also poses a significant threat 
to structural resiliency in the event of 
natural and man-made hazards, such as 
earthquakes, explosions, and hurricanes. 

Recent structural failures and collapses 
illustrate that the current infrastructure 
cannot adequately face the broadening 
range of threats to public structures and 
facilities. For example, according to the 
Association of State and Dam Safety 

Officials, from 2005 to 2013, state dam 
safety programs reported 173 dam fail-
ures and 587 incidents that, without in-
tervention, would likely have resulted in 
dam failure [2].

In 2013 the White House issued Presi-
dential Policy Directive on Critical In-
frastructure Security and Resil ience 
(PPD-21) to advance a national effort to 
strengthen resilient critical infrastructure 
[3]. It directed the Department of Home-
land Security, Department of Defense 
(DoD), and other federal agencies to fo-
cus research and development activities 
on maintaining the reliability and resil-
ience of critical infrastructure. Since then, 
mitigating disasters caused by aging and 



HDIAC Journal • Volume 5 • Issue 2 • Summer 2018 • 17 www.hdiac.org

declining infrastructure has become a fo-
cus of several federal agencies, including 
agencies within DoD. For example, the 
U.S. Army Corps of Engineers (USACE) 
launched an updated version of its Resil-
ience Initiative Roadmap in 2016, which 
identifies three strategies to evolve resil-
ience, including Strategy 1 that, in part, 
aims to identify/develop resilience stan-
dards and best practices for resilience. 
Major areas of this strategy aim to ensure 
reliability, minimize failure, and preserve 
functionality when conditions change [4].

Concrete infrastructure suffers from sig-
nificant deterioration and has been a ma-
jor focus of federal agencies. Concrete 
is the most widely used construction ma-
terial, and cracking is very common ow-
ing to the effect of various chemical and 
physical phenomena, including drying 
shrinkage, alkali-silica reaction, freeze-
thaw cycles, reinforcement corrosion, 
and fatigue. Cracks themselves may not 
significantly affect the load-carrying ca-
pacity of concrete in the short term, but 
cracks significantly impair durability, as 
they provide an easy path for the ingress 
of liquids and gasses that may potential-
ly contain corrosive agents that can de-
grade steel reinforcements. 

A key way to bolster concrete-based crit-
ical infrastructure is through the use of 
state-of-the-art technology, as evidenced 
by the USACE Civil Works Strategic Plan 
2014-2018, which supports an “invest[-
ment] in research that improves the resil-
iency of structures” [5]. Considering the 

significant number of concrete structures 
in the U.S. that require frequent inspec-
tion as well as the extensive amount of 
funding required to fix them, innovative 
ideas are urgently needed to tackle the 
concrete infrastructure challenge. Re-
cently, the authors were part of a collab-
orative research team from Binghamton 
University and Rutgers University that 
published work on a new type of con-
crete that can automatically heal harmful 
cracks without human interference or in-
tervention. 

Background

The concept of self-healing concrete has 
already been investigated by the feder-
al government for use in critical infra-
structure. The Transportation Research 
Board reviewed uses of engineered 
nanomaterials in concrete and assessed 
the mentions of self-healing concrete 
mechanisms in the literature [6]. To date, 
self-healing mechanisms in concrete can 
be divided into three categories: autoge-
nous healing, encapsulation of polymer-
ic material, and microbial production of 
calcium carbonate precipitation. Autoge-
nous healing is the natural process of 
concrete crack repair in the presence of 
water or humidity [7]. 

However, it is limited to small cracks less 
than 0.2 mm wide. Encapsulation of poly-
meric material can fill cracks in concrete 
by conversion of healing agent to foam in 
the presence of moisture. Although the 
chemicals released from incorporated 

hollow fibers inside concrete can fill the 
cracks, these materials are not usually 
compatible with concrete compositions. 
For example, the filler and the crack may 
have different mechanical properties and 
thermal expansion coefficients, and, in 
some cases, this incompatibility causes 
the existing cracks to propagate further 
[8]. 

Due to the aforementioned limitations, 
the biological repair technique based on 
the application of mineral-producing mi-
croorganisms has become a viable alter-
native. It has been demonstrated that in 
the presence of a calcium source, CaCO3 

(as one of the most suitable fillers for 
concrete cracks owing to the high com-
patibility with concrete compositions) can 
be precipitated by bacteria through bio-
logically induced mineralization process. 
This microbial approach is advantageous 
over the other self-healing techniques 
due to superior microcrack-filling capac-
ity, strong bonding between filler and 
crack, high compatibility with concrete 
compositions, favorable thermal expan-
sion, and sustainability. It has been found 
that bacteria can precipitate CaCO3 

through many different pathways, such 
as urea hydrolysis [9], metabolic conver-
sion of organic compound to CaCO3 [10], 
and dissimilatory nitrate reduction [11]. 
While general research on bacteria-me-

Figure 2. For the case of A. nidulans 
(MAD1445), abundant conidia were ob-
served from the plates with concrete, which 
had similar morphology compared to those 
produced on the plates without concrete.

Figure 1. T. reesei spores germinated on concrete into hyphal mycelium and grew equal-
ly well with or without concrete. In comparison, neither A. nidulans nor U. dimorpha 
germinates on concrete. Adapted from [9].

Photo Illustration created by HDIAC and adapted from Adobe Stock.
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diated, self-healing concrete indeed 
achieved a certain level of success, there 
has been little progress in respect to the 
long-term healing efficacy and in-depth 
consolidation, mainly due to the limited 
survivability and calcinogenic ability of 
the bacteria. Concrete is considered an 
extreme environment for microbes mainly 
due to its high pH values. The matrix of 
young concrete is typically characterized 
by pH values between 11 and 13 due to 
the formation of Ca(OH)2, which is, after 
calcium-silica-hydrate, quantitatively the 
most important hydration product. Other 
harsh conditions include severe moisture 
deficit, varied temperatures, and limited 
nutrient availability, which often dramat-
ically influence the microbial metabol-
ic activities that could lead to bacterial 
death. Further investigation into alterna-
tive microorganisms for the application of 
self-healing concrete is necessary.

Fungi-Mediated
Self-Healing Concrete

The research team from Binghamton 
University and Rutgers University re-
cently explored a revolutionary self-heal-
ing approach in which fungi are used to 
promote calcium mineral precipitation 
to heal cracks in concrete infrastructure 
[12]. It is widely believed that filamen-
tous fungi possess distinct advantages 
over other microbial groups for use as 
biosorbent materials to attract and hold 
metal ions because of superior wall-bind-
ing capacity and extraordinary metal-up-

take capability [13]. Although the exact 
mechanisms accounting for calcium min-
eralization by fungi are not completely 
understood, it has been concluded that 
fungal metabolic activities can influence 
two factors, carbonate alkalinity and Ca2+ 
concentration, which are critical for the 
precipitation of CaCO3 [14]. 

Typical fungal metabolic activities that 
can decrease alkalinity are heterotro-
phic respiration leading to an increase 
in pCO2, production of organic acids, 
and excretion of H+ during fungal thig-
motropism. On the contrary, water con-
sumption, physicochemical degassing of 
fungal respired CO2, organic acid oxida-
tion, nitrate assimilation, and urea min-
eralization can increase alkalinity. Ca2+ 
concentration within metabolically active 
fungal cells should be under strict control. 
For example, Ca2+ must be concentrated 
at the apex for proper apical growth and 
instantly decreased in subapical regions. 
To keep Ca2+ concentration in the cyto-
plasm at low levels, fungi need to actively 
pump it out of the cell or bind it onto cyto-
plasmic proteins.

Fungi may also be used through or-
ganomineralization. Fungi have chitin in 
their cell walls, which is a substrate that 
significantly reduces the required activa-
tion energy for nucleus formation so that 
the interfacial energy between the fungi 
and the mineral crystal becomes lower 
than the one between the mineral crys-
tal and the solution. Thus, cation binding 

by fungi can occur by means of metab-
olism-independent binding of ions onto 
cell walls, which is an important passive 
property of both living and dead fungal 
biomass, leading to nucleation and depo-
sition of mineral phases. Bound Ca2+ can 
interact with soluble CO3

2-, leading to 
CaCO3 deposition on the fungal hyphae. 
High concentrations of Ca2+ and CO3

2- in 
solution are likely to represent a stress 
for fungal cells owing to subsequent os-
motic pressure and Ca2+ cytotoxicity. The 
formation of CaCO3 has been suggest-
ed as a strategy to immobilize excessive 
Ca2+. Excessive alkalinity could also rep-
resent a source of stress, and precipita-
tion of CaCO3 may be due to intracellular 
protection.

Methodology

The following three criteria were used by 
the researchers to select candidate fungi: 
1) organisms should be eco-friendly and 
nonpathogenic (pose no risk to human 
health and be appropriate for use in con-
crete infrastructure), and 2) fungi added 
to the concrete mixture do not only have 
to resist mechanical stresses due to mix-
ing but should also be able to withstand 
a high alkalinity for prolonged periods. 
Therefore, most promising fungal agents 
appear to be alkaliphilic spore-forming 
fungi. The fungal spores, together with 
nutrients, can be added into concrete 
during the mixing process. When cracks 
appear and water finds its way in, the dor-
mant fungal spores will germinate, grow, 

Figure 3. SEM and EDS spectra of the calcium carbonate precipitation: (a) fungi-inoculated medium; (b) EDS spectra; and (c) fungi-free me-
dium. Adapted from [9].
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and precipitate CaCO3 to in situ heal the 
cracks. When the cracks are completely 
filled and, ultimately, no more water can 
enter, the fungi will again form spores. As 
the environmental conditions become fa-
vorable in later stages, the spores could 
reawaken. 3) It is preferred that the ge-
nomes of the fungi have been sequenced 
and are publicly available so they can be 
genetically manipulated to enhance crack 
repair performance. 

Along with the wild-type strains, a large 
range of mutants that are affected in a 
variety of metabolic pathways will also 
be tested. Because only a few fungi can 
handle the high pH of a concrete environ-
ment, pH regulatory mutants will be the 
focus. It is well known that many micro-
organisms can tailor gene expression to 
the pH of the growth environment if they 
are able to grow over a wide pH range 
[15]. Irrespective of ambient pH, a type 
of alkalinity-mimicking mutations believe 
they are always at alkaline pH and trigger 
a pattern of gene expression similar to 
that in the wild type grown under alkaline 
conditions [15], which is exactly what is 
needed for the application of self-healing 
concrete. 

Besides genetically engineered fungi, 
alkaliphilic fungi is also found in nature. 
Through their evolution over millions of 
years, fungi have developed different pri-
mary strategies to survive and prosper in 
various environments. Many species of 

fungi can grow in alkaline environments 
where the pH value can often be 10 [16]. 
The research team conducted field col-
lections at the New Jersey Pine Barrens 
and the Rocky Mountains of Alberta 
(Canada), as the soils in these regions 
are alkaline and have low nutrient-hold-
ing capacities. However, the habitats 
still support numerous species that have 
adapted to the harsh environment. The 
fungal species isolated from the roots of 
plants that grew in those regions were 
tested for the application of self-healing 
concrete.

A wide screening of different species 
of fungi has been conducted by the re-
search team. Pseudophialophora mag-
nispora, Saccharomyces cerevisiae, 
Acidomelania panicicola, Trichoderma 
virens, and Umbeliopsis dimorpha were 
isolated from natural low-nutrient harsh 
environments. Rhizopus oryzae, Phaner-
ochaete chrysosporium, Aspergillus nid-
ulans, A. terreus, A. oryzae, and T. reesei 
were purchased from the American Type 
Culture Collection, and three different 
types of alkalinity-mimicking mutants of 
A. nidulans (MAD1445, MAD0305, and 
MAD0306) were provided by Miguel Pe-
nalva’s research group at the Biological 
Research Center of the Spanish National 
Research Council. 

A series of mortar specimens were pre-
pared and then poured into the petri 
dishes. Fungal spores suspended ho-

mogenously in growth medium were 
overlaid onto the cured concrete and in-
cubated for three weeks. Results showed 
that, due to the leaching of Ca(OH)2 from 
concrete, the pH of the growth medium 
increased dramatically from its original 
value of 6.5 to 13.0. Of all the fungi test-
ed, only T. reesei (as shown in Figure 1) 
and the three alkalinity-mimicking mu-
tants of A. nidulans, (shown in Figure 2) 
could survive this environment. Despite 
the pH increase, their spores germinated 
into hyphal mycelium and grew equally 
well with or without concrete.

The precipitation of crystalline calcite on 
the fungal hyphae was confirmed by X-ray 
diffraction (XRD) and scanning electron 
microscope (SEM). The SEM images 
are shown in Figure 3. A large amount 
of mineral crystals were observed in the 
fungi-inoculated medium. Wire-shaped 
traces having an average thickness of 
2 µm were found on the surface of the 
minerals, which presumably occurred in 
the space occupied by the fungi. Ener-
gy-dispersive X-ray spectrometer (EDS) 
analysis demonstrated that the crystal is 
composed solely of calcium carbonate. In 
contrast to the fungi-inoculated medium, 
the amount of formed crystals in the fun-
gi-free control medium was much less. 
 
The research team proposed that air-en-
training agents could be utilized to cre-
ate extra air voids in the concrete matrix 
to facilitate the housing of the fungal 

Figure 4. (a) Pore size of cement paste specimens with different curing time prepared with a water-to-cement weight ratio of 0.5 measured by 
MIP tests. (b) Effect of the amount of air-entraining agent on pore size of cement paste specimens prepared with a water-to-cement weight 
ratio of 0.5 cured for 28 days. Adapted from [9].
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spores. As measured by using the mer-
cury intrusion porosimetry (MIP) method, 
the matrix pore diameter sizes in 28-day 
cured specimens decreased to less than 
0.1 μm, as shown in Figure 4(a), which 
cannot accommodate fungal spores with 
typical diameters larger than 3 μm. 

If the healing agents are put directly into 
cement paste specimens, the majority of 
spores will be squeezed and crushed due 
to the pore shrinkage during the hydra-
tion process, leading to loss of viability 
and decreased mineral-forming capacity. 
The matrix pore diameter sizes in 28-day 
cured air-entrained specimens are shown 
in Figure 4(b). As the amount of air-en-
trained agents increases, the amount of 
entrained air voids also increases.

Conclusion

The use o f  b io log ica l  sys tems as 
self-healing materials is currently of key 
interest to DoD. The Defense Advanced 
Research Projects Agency launched the 
Engineered Living Materials program in 
2016 to pursue research in this area, and 
the expectations of this program are “to 
develop design tools and methods that 
enable the engineering of structural fea-
tures into cellular systems that function 
as living materials, thereby opening up a 
new design space for building technolo-
gy [17].” Although the research is still in 
its initial stage, if successful, it will result 
in sustainable and resilient infrastructure 
that continually repairs itself eliminating 
the need for costly, onerous human labor.     

Recommendations for future research 
include: 1) a wider screening of different 
species of fungi in variable environmen-
tal conditions for biogenic crack repair 
(e.g., serpentine barrens, soda lakes, 
desert soils, and alkaline springs), 2) a 
series of modern micro-characterization 
techniques to study the fungi-mineral 
and concrete-precipitate interfaces at 
the micro-/nano-scale (to include SEM, 
traditional transmission electron micro-
scope (TEM), Cryo-SEM, Cryo-TEM, 
liquid-cell TEM, in situ XRD, and atomic 
force microscope),  3) a wider screening 
of fungi-protecting materials, and 4) an 
evaluation of the self-healing capacity 
through standard mechanical and water 
permeability testing as well as high-reso-
lution X-ray computed microtomography. 
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References
1. American Society of Civil Engineers. (2017). 

2017 Infrastructure Report Card. Retrieved
from http://www.infrastructurereportcard.org

2. Association of State Dam Safety Officials.
(n.d.). Failures and incidents at dams. Re-
trieved from http://damsafety.org/dam-fail-
ures

3. The White House, Office of the Press Secre-
tary. (2013, February 12). Presidential Poli-
cy Directive -- Critical Infrastructure Security 
and Resilience [Press release]. Retrieved
from https://obamawhitehouse.archives.
gov/the-press-office/2013/02/12/presiden-
tial-policy-directive-critical-infrastructure-se-
curity-and-resil

4. U.S. Army Corps of Engineers. (2017, Octo-
ber 16). 2016 U.S. Army Corps of Engineers
Resilience Initiative Roadmap (Rep. No. EP 
1100-1-2). Retrieved from http://www.pub-
lications.usace.army.mil/Portals/76/Publi-
cations/EngineerPamphlets/EP_1100-1-2.
pdf?ver=2017-11-02-082317-943

5. U.S. Army Corps of Engineers. (2014,
December 31). Sustainable solutions to
America's water resource needs: Civ-
il Works strategic plan 2014-2018 (Rep.
No. EP 1165-2-503). Retrieved from http://
cdm16021.contentdm.oclc.org/utils/getfile/
collection/p16021coll9/id/61

6. Birgisson, B., Mukhopadhyay, A. K., Geary,
G., Khan, M., & Sobolev, K. (2012, Decem-

ber). Nanotechnology in concrete materials: 
A synopsis (Transportation Research Circu-
lar E-C170). Retrieved http://onlinepubs.trb.
org/onlinepubs/circulars/ec170.pdf

7. Edvardsen, C. (1999). Water permeability
and autogenous healing of cracks in con-
crete. Materials Journal, 96(4), 448-454.
Retrieved from http://www.concrete.org/
publications/internationalccreteabstracts-
portal/m/details/id/645

8. Dry, C. (1994). Matrix cracking repair and
filling using active and passive modes for
smart timed release of chemicals from fibers 
into cement matrices. Smart Materials and
Structures, 3(2), 118-123. doi:10.1088/0964-
1726/3/2/006

9. Stocks-Fischer, S., Galinat, J. K., & Bang,
S. S. (1999). Microbiological precipitation
of CaCO3. Soil Biology and Biochemistry,
31(11), 1563-1571. doi:10.1016/S0038-
0717(99)00082-6

10. Jonkers, H. M., Thijssen, A., Muyzer, G.,
Copuroglu, O., & Schlangen, E. (2010). Ap-
plication of bacteria as self-healing agent for 
the development of sustainable concrete.
Ecological Engineering, 36(2), 230-235.
doi:10.1016/j.ecoleng.2008.12.036

11. Erşan, Y. Ç., Belie, N. D., & Boon, N. (2015).
Microbially induced CaCO3 precipitation
through denitrification: An optimization study 
in minimal nutrient environment. Biochem-

ical Engineering Journal, 101, 108-118. 
doi:10.1016/j.bej.2015.05.006

12. Luo, J., Chen, X., Crump, J., Zhou, H., Da-
vies, D. G., Zhou, G., . . . Jin, C. (2018). In-
teractions of fungi with concrete: Significant
importance for bio-based self-healing con-
crete. Construction and Building Materials,
164(10), 275-285. doi:10.1016/j.conbuild-
mat.2017.12.233

13. Volesky, B., & Holan, Z. R. (1995). Bio-
sorption of heavy metals. Biotechnology
Progress, 11(3), 235-250. doi:10.1021/
bp00033a001

14. Bindschedler, S., Cailleau, G., & Verrec-
chia, E. (2016). Role of fungi in the bio-
mineralization of calcite. Minerals, 6(2), 41.
doi:10.3390/min6020041

15. Penalva, M. A., & Arst, H. N. (2002). Regu-
lation of gene expression by ambient pH in
filamentous fungi and yeasts. Microbiology
and Molecular Biology Reviews, 66(3), 426-
446. doi:10.1128/mmbr.66.3.426-446.2002

16. Magan, N. (2007) Fungi in Extreme Envi-
ronments. In Environmental and Microbial
Relationships (Vol. 4, pp. 85-103). Spring-
er-Verlag Berlin Heidelberg.

17. DARPA. (2016). Engineered Living Materi-
als (ELM) Proposers Day - August 26, 2016. 
Retrieved from https://www.eiseverywhere.
com/ehome/193277

Congrui Jin, Ph.D.
Assistant Professor, Department of Mechanical Engineering, Materials Science and Engineering Program, 
Binghamton University

Congrui Jin is an assistant professor in the Department of Mechanical Engineering at Binghamton University (Ph.D., Cornell Uni-
versity; M.S., University of Alberta, Edmonton, Canada). Prior to joining Binghamton University, she was a postdoctoral scientist in 
the Materials Science and Technology Division at Oak Ridge National Laboratory and then the Department of Civil Engineering at 
Northwestern University. Her research interests include concrete structures, fracture mechanics, and computational mechanics.

Ning Zhang, Ph.D.
Associate Professor, Department of Plant Biology & Department of Biochemistry and Microbiology, Rutgers University

Ning Zhang joined the Rutgers University faculty in 2009. She is an associate professor in fungal biology and works on molecular 
fungal biodiversity and systematics (Ph.D., Louisiana State University; M.S., Chinese Academy of Sciences). Zhang was previ-
ously a postdoctoral scientist at Pennsylvania State University and Cornell University. She has published more than 60 papers in 
peer-reviewed journals in these research areas and four invited book chapters on fungal systematics, biodiversity, and genomics.



HDIAC Journal • Volume 5 • Issue 2 • Summer 2018 • 21 www.hdiac.org

Brian R. W. Baucom, Ph.D., 
Panayiotis Georgiou, Ph.D.,
& Dr. Craig J. Bryan, ABPP

Image 
Credit

Photo Illustration created by HDIAC and adapted from Adobe Stock and photo of a USAF psychologist (Available for viewing at 
http://www.militaryonesource.mil/-/does-receiving-psychological-health-care-affect-security-clearance-?inheritRedirect=true)

Accurate and timely identification of mili-
tary personnel who have a high likelihood 
of engaging in destructive behaviors is cru-
cial in order to support continued military 
health and readiness. In the wake of the 
2009 Fort Hood shooting, an independent 
review board established by the Depart-
ment of Defense (DoD) identified the de-
velopment of behavioral risk assessment 
tools as an area of pressing need to protect 
forces at home and abroad [1]. 

Studies of settings with high risk for inter-
personal conflict, such as those with high 
levels of physical crowding, high levels 
of social and sensory monotony, and low 
levels of privacy/control of physical space 
(e.g., forward deployed areas, open-bay 
barracks, space, and other isolated areas 
such as Antarctica [2,3]), echo the need for 
rapid and precise behavioral risk assess-
ment tools. 

To ensure efficiency, systems designed 
to assess the risk of destructive behavior 
(e.g., illicit drug use, harm to self, and vi-
olence toward others) must achieve the 
following tasks. 

1. Separate higher-risk individuals from
lower-risk individuals

2. Identify periods of particularly height-
ened risk (i.e., periods of imminent risk
that may or may not be anticipated)

3. Quickly adapt to the changing nature
and form of destructive behaviors as
culture and technology evolve

Existing methods of behavioral risk as-
sessment (see Table 1), including those 
developed after the DoD independent 
review, place overwhelming focus on de-
tecting static risk factors to discriminate 
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between high-risk and low-risk individuals. 
The utility of these methods is limited by: 
low-to-moderate levels of sensitivity and 
specificity [4, 5]; an unknown ability to de-
termine how soon a higher risk individual 
is likely to engage in an act of destructive 
behavior; and, in the case of clinical inter-
views and chart reviews, the requirement 
of a specially trained assessor [6]. 

Table 1. Summary of common risk assessment tools [6, 13-17]

Behavioral Signal Processing

An effective system for assessing destruc-
tive behavior is known as Behavioral Signal 
Processing (BSP) [7]—a technologically 
facilitated method of analyzing behavior in 
near real-time using artificial intelligence 
that is well-suited to this task. BSP was 
initially developed to detect communica-
tion behaviors and affective expressions 
during structured dyadic interactions, such 
as interpersonal communication and psy-
chotherapy sessions for substance abuse. 
It has since been applied to a wide array 
of behavioral outcomes relevant to military 
personnel, such as suicide risk assess-
ment. 

BSP employs a set of computational 
techniques for extracting mathematical 
quantities, referred to as features, from a 
digital record of behavior that is captured 
by text, audio, or video recording. Based 
on these features, BSP assigns a score to 
an individual. A suite of machine learning 
techniques indicates the risk for becoming 
violent. These properties give BSP several 
advantages over existing risk assessment 
methods. 

1. High ecological validity because it 
can be used to analyze documentation 
of behaviors presented by military ser-
vice members in their routine course of 
duties (e.g., audio or video recordings 
of conversations, timing and location of 
entry and exit logs for rooms and build-
ings, and text of typed reports)

2. No specific equipment required be-
yond a method for digitally recording 
behavior (e.g., audio or video recorders 
that are already part of the workplace 
or networked file storage for work prod-
ucts) 

3. Can be used to sort individuals 
into higher and lower risk groups and 
monitor changes in risk for engaging 
in destructive behavior, as well as en-

gagement in new or different destruc-
tive behaviors

In addition to potentially identifying individ-
uals who are at higher risk, BSP may detect 
when there is an increased risk—all with-
out interrupting their routine duties or re-
quiring additional assessment tasks. BSP 
achieves this through a series of steps that 
include data acquisition, data processing, 
computational modeling, and predicting the 
level of risk for engaging in destructive be-
havior(s). Behaviors of interest are defined 
to include any action taken by or commu-
nication performed by a person, including 
interactions between people and machines 
or other non-living entities. GPS logs from 
cars, work emails, and audio recordings of 
performance review meetings could all be 
incorporated into BSP analysis. 

The data processing step of BSP involves 
substeps and is dependent on the modal-
ity of the data. Figure 1 depicts the sub-
steps involved in processing audio of a 
conversation and preparing it for acoustic 
and linguistic feature extraction, which in-
clude cleaning the audio by removing noise 
(parts of the digital record that are not re-
lated to an action taken by or communica-
tion made by a person); determining who 
is speaking and when; and generating a 
transcript. 

Similar principles are involved when pro-
cessing other modalities of data, such as 
cleaning and grouping the data and iden-
tifying actors. It should be noted, the pri-
mary difference between processing audio 
recordings and other modalities of data is 
the algorithms used.

Following these steps, features are ex-
tracted from the acoustic and linguistic 
data using modality-specific algorithms. 
Algorithms used to extract features from 
the acoustic data are referred to as speech 
signal processing methods, which quanti-
fy both the spectral and temporal aspect 

of sound. Prosodic features are a subset 
of spectral features that quantify the tune 
and rhythm of a sound. Generally, prosod-
ic features have perceptual correlates. For 
example, fundamental frequency (f0) re-
fers to the lowest frequency harmonic of 
the speech sound wave and is highly cor-
related with the perceived pitch of a sound. 
Higher f0 corresponds to higher perceived 
pitch. Thousands of acoustic features can 
be extracted from each second of sound, 
which ensures a thorough, precise mathe-
matical description of the manner and tone 
in which something is said.

Algorithms used to extract features from 
linguistic data are referred to as natural 
language processing techniques. Linguis-
tic features characterize semantic aspects 
and syntactic aspects of the words used. 
Semantic features vary in terms of wheth-
er those characterizations are abstract 
or concrete. For example, topic modeling 
can be used to determine the themes dis-
cussed. This abstract characterization of 
semantic meaning can be used to summa-
rize large corpora of text with a high degree 
of flexibility. However, the results are not 
necessarily readily interpretable. 

On the other extreme, n-grams can be 
used to characterize the frequency of 
specific words (uni-grams) or phrases (bi-
grams for two word sequences).  This kind 
of concrete characterization can be used 
to summarize specific words and phrases 
that are identified a priori into highly inter-
pretable metrics but it is much less flexible 
than more abstract representations. 

A combination of concrete and abstract 
semantic features maximizes the flexibility 
and interpretability of the feature set and 
is advisable. For example, topic modeling 
of the transcript of a conversation between 
two service members might identify themes 
of aggression and substance use. These 
themes may not be of concern in and of 
themselves if the aggressive language is 

CS
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used in reference to sports teams or in a 
similar context, rather than to other mem-
bers of their unit. 

Figure 1. BSP pipeline

Similar ly,  language related to sub-
stance use may not be relevant if in ref-
erence to cigarette use, but it could be 
of strong interest if related to illicit sub-
stances or heavy alcohol consumption. 
N-gram processing of the topic mod-
eling results would provide additional, 
actionable information in cases where 
leadership can construct lists of keywords 
and phrases that are of specific interest.  
For example, if leadership identified slang 
terms for methamphetamine (e.g., meth, 
speed, and crank) as being of specific in-
terest, n-gram processing could return a 
frequency count of the number of times 
those terms appear in a substance use 
topic. An increase in that frequency count 
could be used to identify increased interest 
in and use of methamphetamine.

It will not always be possible for leadership 
to provide such keyword lists. Even when it 
is possible, there is a large amount of addi-
tional information present in linguistic fea-
tures, and features from other modalities, 
that can help identify service members’ 
level of risk for engaging in destructive be-
haviors. This information is utilized in the 
next step, computational modeling. 

In the computational modeling step of BSP, 
features extracted in the previous step are 
used to estimate the presence versus ab-
sence and/or level of a range of cognitive, 
behavioral, and psychological markers. 
These markers include anger, impulsivity, 

boredom, and psychological distress, and 
they are known (or suspected) to be asso-
ciated with the risk for engaging in destruc-
tive behavior. 

The cognitive, behavioral, and psycho-
logical markers estimated in this step are 
indices that must be determined by con-
tent matter experts and leadership, as the 
scores on these markers are estimated 
using semi-supervised and supervised 
machine learning approaches, which rely 
on the availability of data that includes the 
specific behaviors of interest. These data 
are referred to the training set and are 
used to determine the linguistic, acoustic, 
and other features characteristic of the 
marker(s) of interest. 

Once identified, the similarity of the fea-
tures in the target data being processed 
are compared to those in the training set. 
The more similar the two sets of features, 
the more likely it is that the data being pro-
cessed contains the marker(s) of interest. 

Using training data in this step has im-
portant benefits. It allows the continual 
updating of cognitive, behavioral, and psy-
chological markers of risk for destructive 
behaviors, even as knowledge about risk 
markers and the forms of destructive be-
havior advances. It also allows for adapting 
markers of low and high risk for destructive 
behaviors to the unique social norms and 
technical terminology of different military 
bases, theaters, and job requirements. 

For example, different training sets could 
be used for analyzing conversations be-

tween two military service members and 
for analyzing an interaction between a su-
pervisor and a subordinate as compared to 
an interaction between two peers. This ad-
aptation is important because it allows for 
distinguishing actions and communications 
that may be appropriate and expected, 
from those that are atypical in a particular 
context from actions and communications 
that are inappropriate and of concern in all 
contexts. 

This quality is the reason BSP has the po-
tential for significantly greater sensitivity 
and specificity in predictive accuracy in 
comparison to chart reviews and structured 
clinical interviews that assess broad and 
general tendencies.

In BSP’s final step, the risk marker esti-
mates from the computational modeling 
stage and the raw features from the data 
processing stage are used in combination 
to estimate risk for engaging in destructive 
behaviors. Similar to the computational 
modeling stage, risk estimates from the 
final step are generated using machine 
learning methods. However, in this step, 
unsupervised and semi-supervised ma-
chine learning approaches can be used, 
whereas supervised and semi-supervised 
approaches are used in the computational 
modeling stage. 

We can learn in an unsupervised man-
ner by exploiting contextual or multimodal 
cues. For example, even if the definition 
of a word is not understood, its use can 
be observed in context a number of times, 
which may help to identify its contextual re-
lationship (e.g., “king” is related to “queen” 
the same way that “man” is related to 
“woman”). This functions in a manner sim-
ilar to other forms of association, such as 
for behavioral association of similar sound-
ing speech. 

This method of machine learning can be 
used to group individuals into categories, 
presenting similar levels of risk without 
having to specify all the possible forms of 
destructive behavior in which they might 
engage. Semi-supervised methods are 
based mostly on first-pass estimates from 
initial models, and then selective use of the 
output of those methods to train supervised 
models. This method of machine learning 
can be used to target risk estimation for 
specific forms of destructive behaviors that 
are of particular interest.
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Conclusion

BSP is a proven method for the accurate 
prediction of complex, multiply determined, 
short- and long-term behavioral outcomes 
[8-12]. Given the recent successful demon-
strations and the ongoing development of 

the technologies utilized in BSP, it is high-
ly likely they could be effectively adapted 
to detect individuals who pose a greater 
risk of engaging in destructive behaviors; 
identify periods of time when high-risk in-
dividuals are particularly likely to engage 
in destructive behaviors; and measure risk 

for new forms of destructive behavior as 
they emerge. Close collaboration between 
technologists and leadership may enhance 
the likely success of such an endeavor and 
be a vital component of introducing these 
methods to military settings.
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In 2009, when Cyber Command was es-
tablished as a sub-unified combatant com-
mand of the U.S. Strategic Command, a 
Pentagon spokesman said, “The power to 
disrupt and destroy, once the sole province 
of nations, now also rests with small groups 
and individuals, from terrorist groups to or-
ganized crime to industrial spies to hacker 
activists, to teenage hackers” [1]. 

On May 4, the Department of Defense 
(DoD) announced that Cyber Command 
has been elevated to a unified combatant 
command, which “demonstrates to interna-
tional partners and adversaries our stake 
in cyberspace and shows that DoD is pri-
oritizing efforts to build cyber defense and 
resilience [2].”

DoD may benefit from studies focused 
on hackers and cybercriminals who pose 

a threat to the DoD Information Network 
and the internet at large. Denial of ser-
vice attacks may affect field operations 
and access to resources, prompting DoD 
to address their potential for harm. This 
study presents the findings of a survey of 
a population of potential cybercriminals 
who conduct distributed denial of service 
attacks (DDoS) using what are known as 
booter and stresser services.

A considerable amount of research has 
focused on DDoS attacks and their un-
derlying infrastructures, such as botnet 
malware [3-6]. Much of this work has fo-
cused on the use of network traffic data to 
identify and prevent DDoS attacks [7-12]. 
Consequently, DDoS attack methods and 
techniques have adapted to overcome the 
development of new defense and preven-
tion techniques [13]. In fact, attackers are 
beginning to exploit vulnerabilities in Inter-
net of Things devices, such as webcams, 
using botnets to enable large-scale DDoS 
attacks from diverse devices [14].

One type of new DDoS attack uses open 
internet servers—such as Network Time 
Protocol (NTP) and Domain Name Sys-
tem (DNS) servers—to “reflect” attacks off 
them and onto a target [15]. This technique 
not only masks the Internet Protocol (IP) 
address of the originating offender(s) but 
also amplifies the volume of attack traffic 
[15]. 

This method of DDoS attack has become 
very popular [16], and cybercriminals 
have embraced it, referring to it as either 
a booter or a stresser [17]. The colloquial 
name given to these attacks originated with 
booter because online game players used 
these attack methods to “boot” their gam-
ing opponents offline by targeting the game 
server [18,19]. 

As booters gained popularity and notori-
ety, the hacking community began to refer 
to them as stressers because the attacks 
could be used as a way to stress-test their 
own web server.
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Individuals capable of operating these at-
tacks began offering them up for lease on 
a subscription-fee basis so that customers 
could launch their own attacks (see Figure 
1 for detail). The subscription service al-
lows users with little or no technical skill 
to launch DDoS attacks by simply entering 
the IP address or domain name into the 
stresser website.  Furthermore, because 
there is no restriction on which IP address-
es or servers a stresser can target, they 
have been used to conduct massive DDoS 
attacks using the reflective technique, con-
tributing to a significant increase in the 
number of reported DDoS attacks [20].

There are several noteworthy examples 
of booter and stresser attacks in action. 
For example, in 2014, the hacking group 
Lizard Squad attacked Sony’s PlayStation 
Network and Microsoft’s Xbox Live with a 
massive DDoS attack via their new Lizard 
Stresser, which left users unable to access 
services for days, resulting in Sony and Mi-
crosoft revenue loss [21]. And In 2015, the 
Bang Stresser was used to attack the BBC 
website, in what hacktivists claimed to be 
the largest DDoS attack ever reported, at 
602 Gigabits per second (Gbps) [22].  

This same method could be used to limit 
the availability of any critical online service, 
particularly those within DoD networks that 
provide real-time or critical connectivity to 
units within the field [23]. Director of the 
Defense Information Systems Agency and 
Commander of the Joint Force Headquar-
ters DoD Information Network Lieutenant 

General Alan R. Lynn noted the threat to 
DoD from DDoS attacks and their grow-
ing sophistication and size [24]. LTG Lynn 
stated that as of January 2018, DoD was 
defending against attacks as high as 600 
Gbps on internet access points, and they 
are preparing for 1 Terabit per second at-
tacks [24]. 

Previous Research

As stressers gained notoriety, comput-
er science researchers began to focus 
their efforts on the detection and dis-
ruption of stresser services. Multiple 
studies investigated the strength and 
capability of stressers by launching and 
capturing their own attacks [16, 17, 25], 
while other research efforts analyzed 
the underlying infrastructure required 
to carry out DDoS attacks [19, 26-28].  
Rossow and Gortz identified 14 User Da-
tagram Protocol (UDP) protocols for am-
plification attacks and the existence of 
millions of vulnerable amplification servers. 
They also measured the amplification fac-
tor for the 14 different protocols, recording 
an increase of 4,000 percent for the NTP 
protocol [16]. Ryba et al. reported stresser 
amplification attacks exceeding 400 Gbps, 
increasing internet latency across Europe 
[29].

These studies demonstrate that stressers 
have grown in number, size, and strength 
since their inception, and that they con-
tinue to pose a threat to the internet and 
its end users. Such technical analyses do 

not, however, provide insight into the hu-
man actors who operate stressers or into 
the customers who lease their services. To 
that end, Hutchings and Clayton surveyed 
a small sample of booter operators to ex-
plore how and why they operate these at-
tack services. Booter operators interviewed 
as part of this research acknowledged that 
although they presented their offerings as 
legitimate network stressing services, their 
resources were mainly used to illicitly at-
tack internet targets [18].

Such preliminary work is useful, but ad-
ditional insight is needed to better un-
derstand the motivations, methods, and 
background of those who operate and use 
stresser services. Since booter operations 
simplify the process of attacks, it is vital to 
know the technical competencies of their 
user base and the operators. 

Research on hacker subcultures suggests 
that individuals are judged within the com-
munity on the basis of their programming 
skill and expertise; those with more knowl-
edge are granted elevated social status 
[30-33]. It is possible that those with great-
er skill are more likely to operate booter 
services, although their customers may 
be equally knowledgeable, simply opting 
to pay for the service rather than possess 
and manage the required infrastructure on 
their own. 

Alternatively, booter customers may have 
relatively low skill, needing to purchase a 
service because they cannot cultivate it 
themselves. It is also essential to identify 
commonly reported attack targets and the 
rationales behind attacks in order to de-
termine whether customers seek to target 
their own networks (as the booter adver-
tiser claims) or to attack commercial, gov-
ernment, or military infrastructures. These 
insights better contextualize the actors who 
would use a stresser in a real attack.

Furthermore, DoD recognizes that a need 
exists for greater threat intelligence in cy-
ber defense, and cultural studies of com-
puter criminals helps to fill this gap [34, 
35]. Understanding the demographics and 
motivations of actors may help DoD intel-
ligence agencies identify potential adver-
saries. At the same time, identifying the 
attack targets and network protocols used 
to facilitate attacks can provide threat intel-
ligence to help defend the DoD Information 
Network [36].

Figure 1. Structure of a Stresser DDoS-for-hire service
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Our Contribution

Early research conducted on booters re-
vealed that the users were primarily online 
gamers, but subsequent expansions in the 
use of booters, especially in large DDoS 
attacks against commercial targets, raises 
the following questions. 

1.  Who are the users of stressers?

2.  Why do they use stressers (i.e., mo-
tivation)?

3.  What do they use the stressers for 
(i.e., target)? 

Methodology

We obtained 59,009 publicly available 
email addresses of registered users from 
15 stresser services. An email was sent 
to each address that included a link to 
an anonymous survey hosted by Survey 
Monkey. The first round of emails was sent 
Nov. 27–29, 2016, and invited recipients to 
participate in a research study on stressers 
and booters. The email specified that re-
sponses would be used solely for research 
purposes. 

Although the initial sample consisted of 
59,009 email addresses, 8,018 of these 
were not valid based on bounce-back no-
tices. A second email was sent Dec. 2, 
2016, as a reminder to complete the sur-
vey before its Dec. 30, 2016 closing. Of all 
messages sent, 5,226 emails were verified 
as received and opened. This response 
rate was expected, as the email database 
was publicly available and included junk/
false addresses.   

Eight hundred and twenty one individuals 
began the survey and answered at least 
one question, resulting in at least 250 re-
sponses to each question. This decrease 
from the total of respondents who had 
any engagement with a survey question 
to those who completed it falls within the 
expected response rate for online survey 
studies; furthermore, it is a high response 
rate for an anonymous survey conducted 
among a population of active offenders 
[37, 38]. After discounting the 8,018 inval-
id email addresses, the effective response 
rate was 1.87 percent (821 of 43,891), 
which is unsurprising as prior research 
notes that individuals engaged in cyber-
crime are less likely to participate in re-

search out of concern for their safety [18, 
31, 39]. The nature of the survey may limit 
generalizability of the data. However, the 
responses provide essential insight into an 
underexamined phenomenon.

This sample of individuals, at minimum, 
had registered an account with a stress-
er—or may have used a stresser to launch 
a DDoS attack. Thus, questions were struc-
tured to understand the extent to which the 
respondent both used stresser services 
and facilitated their operations.  The survey 
consisted of 22 multiple choice questions 
and one open comment box for follow-up 
requests. The questions covered the use 
of stressers and requested information 
regarding respondent skill level, payment 
type, attack protocols used, attack targets, 
motivation for use, and demographic data.

Results

Respondents were asked to provide their 
demographic characteristics in an attempt 
to quantify the overall makeup of the popu-
lation. The majority of respondents report-
ed living within the U.S. or U.K.—in keeping 
with evidence drawn from law enforcement 
investigations and arrest records over the 
last three years. 

Respondents who reported their age were 
primarily in their late teens or 20s, were 
male (88 percent), and white (63 percent), 
corresponding to prior research findings 
on the ages of the hacker population as a 
whole [18, 32, 40]. The majority of respon-
dents reported an education level beyond 
that of high school. 

Respondents were also asked to rank their 
skill level from 1 to 10, with 10 being the 
most skilled. We acknowledge these re-
sults may be skewed, as skill level was 
self-reported. Indeed, the most commonly 
reported skill level was 10. However, the 
next most common response was 1, sug-
gesting that most respondents answered 
in an honest fashion. While it is possible 
some respondents falsified response(s), 
such an idea runs counter to the broader 
empirical literature that indicates hackers 
prefer to make their abilities known [27, 
29].

The overwhelming majority of respondents 
(89.2 percent) indicated they had used 
booter services, which makes sense giv-
en their addresses were associated with a 

database of service provider clients. The 
majority of those who had used a booter 
(65.2 percent) paid for the service. While 
a substantial amount of attention has been 
paid to the use of cryptocurrencies in cy-
bercrime, the majority of respondents paid 
for stresser services via Paypal—a pattern 
corroborated by prior research on booters 
[25]. Cryptocurrencies were used with less 
frequency than PayPal, and Bitcoin was 
the most-used cryptocurrency. 

Eighty-seven percent of respondents an-
swered in the affirmative when asked, 
“Were you able to use the booter or stress-
er to test systems?” The question was 
written to be less accusatory and used the 
term "test systems" rather than "attack sys-
tems." 

Relatedly, there was some distribution of 
responses related to stress testing systems 
with 17 percent of respondents (n=232) 
having stressed only one system, while 47 
percent stressed more than 10. Almost half 
of stresser customers used them to attack 
multiple computer systems. Additionally, 
there appears to be limited fidelity within 
the community, as 29 percent of respon-
dents reported having accounts with more 
than five vendors, followed by 25 percent 
having accounts with two stressers.  

Interestingly, 74 percent of the respon-
dents noted the booter worked as adver-
tised, which suggests that not all vendors 
may be accurate in their advertising. While 
some in the general public may assume 
there is no trust between criminal actors, 
it is an important factor in the underground 
market for cybercrime services.  As a re-
sult, if a service provider is unable to deliv-
er on an advertised product, it may reduce 
the overall customer base over time.

The majority of customers used common 
attack methods, most notably UDP, DNS, 
and NTP attacks. Other less common 
methods, such as VSE, RST, and QUIC, 
were observed but in much smaller num-
bers. This matches previous research that 
examined network captures of stresser at-
tacks and supports the notion that stress-
ers utilize different attacks depending on 
the nature of their target and the reflection 
servers available to complete the attack 
[16, 17].

The reported motivations were also var-
ied (as shown in Figure 2). Customers 
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(n=230) primarily reported using stressors 
to test their system, conduct research, or 
test their individual abilities. In addition, 41 
percent of respondents used a booter to 
affect a game or gaming opponent.  Such 
a motive is in keeping with the original use 
of booter services by hackers [25]. 

More nefarious motivations were also re-
ported, with 26 percent of respondents 
reporting they used it for hacktivism or pro-
test. (In this case, hacktivism refers to the 
use of hacking in support of a specific be-
lief or activist agenda.) Nineteen percent of 
respondents also noted they were hired by 
someone else to use the stresser, and 11 
percent were motivated to use the stresser 

to affect a business competitor. 

Given that individuals who registered with a 
service may have done so as an interested 
client or potential competitor, respondents 
were asked if they have ever operated their 
own booter or stresser service. A majority 
of respondents (54 percent) reported they 
ran their own operation, suggesting there 
may be a low barrier to entry to engage 
in this form of cybercrime-as-service. Addi-
tionally, 64 percent of respondents assist-
ed booter operations in some fashion. 

Furthermore, 76.4 percent of respondents 
reported they have been targeted by a 
stresser operator. This finding supports 

prior research that suggests hackers may 
target one another either because of per-
ceived slights or real conflicts between ac-
tors [30-32].  

When asked what resource they used a 
stresser against (see Figure 2), the majori-
ty of respondents reported either targeting 
themselves or a game server. More than 
52 percent of respondents reported using 
a stresser to attack a private or commer-
cial website/webserver, and 26 percent re-
ported attacking another type of business 
server, such as an email or file server. 
Seventeen percent of respondents report-
ed use of the stresser to attack a govern-
ment-owned website or webserver [20]. 

Cross tabulation was used to examine the 
relationship between attacker motivation 
and target (see Table 1). The majority who 
reported targeting themselves were moti-
vated by system testing, research, and the 
desire to test their abilities. There was a 
more equal distribution of motives for those 
targeting game, business, and government 
servers. 

Figure 2. Participant response to, “What was your motivation to use a booter or stresser?”

Also, a plurality of respondents who were 
motivated by hacktivism or protest reported 
a commercial website as their primary tar-
get of attack. Respondents also attacked 
themselves in order to determine wheth-
er their infrastructure could withstand the 

Table 1. Attacker motivations versus targets of attack.

What was your 
motivation?

Yourself Game Business    
Server

Commercial 
Website

Government 
Website

Other

Research 27% 17% 13% 20% 9% 13%

System Testing 28% 17% 13% 21% 8% 13%

Affect Game/ 
Opponent

16% 27% 11% 21% 9% 16%

Hacktivism/ 
Protest

17% 20% 13% 24% 12% 14%

Affect Business 
Competitor

15% 18% 17% 19% 14% 17%

Test Abilities 22% 21% 12% 22% 9% 15%

Hired to Do So 19% 18% 17% 19% 12% 15%

Other 17% 18% 13% 21% 9% 22%
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traffic, which corresponds to the notion that 
these services can stress-test sites.

Figure 3. Participant response to, “What did you use the stresser/booter on?”

Discussion and Conclusion

The rise of booter and stresser services 
evidences the evolution of cyberthreats 
and the rise of cybercrime-as-service pro-
viders. Although the technical dynamics 
of these attack types are commonly re-
searched [19, 20], few have examined the 
characteristics of the clientele of the stress-
er to understand the human actors behind 
these attacks [18]. This analysis addresses 
this issue through a survey delivered to in-
dividuals who registered an email address 
with one or more of 15 select stresser op-
erators. The results of the survey show that 
most of the respondents reported they are 
young, white males, which is in keeping 
with prior research on the hacker commu-
nity [30-33]. Most of them did not, however, 
use stressers simply to test their own infra-
structure or attack online game opponents 

[18, 19]. Nearly a quarter of respondents 
cited hacktivism as their motive when using 
stressers, and 10 percent tried to affect a 
business competitor.

This attack type is likely fueled by the 
ease of access to stressers, the low cost, 
anonymity, and simplicity of use [18, 24]. 
This as a potential asymmetric threat that 
could be used by any potential enemy ac-
tor, including those with nation-state spon-
sorship. Hiring a booter would provide the 
attacker, and the nation-state, with plausi-
ble deniability for the attack as the stresser 
operator may not know their clientele [18].

It is also clear that criminal actors may 
seek to leverage the power of a stresser 
or booter to more effectively target critical 
infrastructure without the need to cultivate 
advanced technical skills [23]. Such an at-
tack could originate from an ideologically 
motivated organization, such as a jihadist 
group, or those without a specific political 

agenda, such as the group Anonymous. 
In fact, over the last decade, members of 
Anonymous repeatedly utilized large DDoS 
attacks against commercial and govern-
ment entities in response to perceived 
wrongs, including attacks against the Na-
tional Security Agency and the FBI [41, 
42]. Many of these attacks were enabled 
through Anonymous’ stand-alone DDoS 
tool—the Low Orbit Ion Cannon.

Groups like Anonymous may serve as a 
template for other attackers, which may 
partially account for the hundreds of new 
hacktivist groups established over the last 
few years [43, 44]. These groups do not 
hesitate to attack military and government 
infrastructure and may use stressers as a 
more effective and inexpensive attack re-
source [43, 44]. To that end, the number 
and strength of stressers has grown con-
currently with the emergence of new hack-
tivist groups. 

This may create an operational environ-
ment where hacktivists do not invest time 
or resources to build their own tools or de-
velop skills to engage in attacks. Instead, 
they can quickly and easily launch massive 
DDoS attacks that are bounced off millions 
of vulnerable internet servers at a low cost 
[16]. Thus, additional research is needed 
to understand the human actors behind 
large-scale DDoS attacks and their deci-
sion-making [18, 23, 30, 31]. Such infor-
mation can improve our knowledge of the 
rationale of attackers, which may provide 
insight into why and how these methods 
can be used to take down critical infra-
structure components.
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Recent responses to hurricanes, while never 
seamless, have been very successful. Even 
more important than the success of a given 
response is the validation of processes and 
relationships. Disaster response planning 
and exercises are well informed by real world 
event after action reviews (AARs). Updated 
information products, such as the Federal 
Emergency Management Agency’s (FEMA) 
Incident Annexes, have improved awareness 
and increased fidelity across a wider range of 
government levels than ever before. 

However, it must be noted that the disaster 

response community’s vast amount of recent 
experience has been across a narrow range 
of disasters. The “right” response for a hurri-
cane may be inappropriate for another type 
of disaster. Hurricanes, tornadoes, floods and 
most of the other types of disasters we have 
experienced in recent years share a trait—the 
disasters themselves are relatively short in du-
ration. There is another class of disaster that 
threatens our homeland which we have not 
experienced recently—an enduring disaster. 

What is an Enduring Disaster?

Enduring disasters are those in which an ini-
tial event continues to generate new casual-
ties and new damage weeks and months into 
the response. They are not necessarily more 

catastrophic than acute or discrete disasters, 
but enduring disasters may break current op-
erational phase planning models and introduce 
new complicating factors and demands not 
experienced during shorter duration events. 
Enduring disasters do not have traditional sign-
posts for transition into sustained operations or 
the recovery phase. 

Lasting minutes, hours, or days, recent and 
typical meteorological events have allowed for 
a relatively quick and clean transition between 
operational phases. Whether employing FE-
MA’s three-phase model [1] (see Figure 1) or 
the Department of Defense’s (DoD) Operation 
Phases of Defense Support of Civil Authorities 
(DSCA) six-phase model (shape, anticipate, 
respond, operate, stabilize, and transition) 
[2], achieving a quick transition is essential for 
planning and anticipating needs. Consider-
ations, priorities, and even planning personnel 
may change between phases. 

Enduring disasters do not allow for a quick or 
clean transition between phases. A lengthy di-
saster event—lasting weeks or months—mires 
responders in prolonged Phase 2 operations 
while simultaneously requiring actions normally 
associated under Phases 1 and 3. While it is 
normal to have some phase overlap for a limited 
period of time during transition, the requirement 
to simultaneously execute tasks associated 
with all three phases in the long term is new. 

HDS

News-Display/Article/1329638/dod-continues-support-in-hurricane-ravaged-areas/), photo by Ismael Ortega (Available for viewing at http://www.jbsa.mil/News/News/Arti-

Figure 1. FEMA Common Operational Phases [1]. DoD is considering transitioning to a FEMA-based 
three phase model for DSCA operations: (1a) normal operations, (1b/1c) elevated/creditable threat 
(for a notice event), (2a) immediate response, (2b) deployment of resources and personnel, (2c) sus-
tained response, and (3) recovery/transition in the next edition of JP 3-28 Defense Support of Civil 
Authorities.
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Enduring disasters outlast local and person-
al on-hand resources (such as prescription 
medication refills), compelling responders to 
perform life-sustaining operations to prevent 
new secondary casualties while lifesaving 
operations in response to the original event 
continue. New considerations for planning and 
exercises must be implemented to ensure our 
community can respond to enduring disasters 
effectively. 

An example of an enduring disaster is FEMA’s 
response to Puerto Rico (DR 4339). Hurricane 
Irma’s landfall set the conditions for Hurricane 
Maria, which resulted in enduring disaster 
conditions. As the local and state response 
culminated for Irma, Maria brought additional 
systemic requirements not normally seen in 
typical landfall. Destruction of the power grid, 
widespread debris management, and destruc-
tion of the commercial communication system 
significantly degraded Puerto Rico’s ability to 
transition out of Phase 2. Combined with the 
logistical challenges of responding to an event 
outside the continental United States, Phase 2 
actions for Puerto Rico went well into 60 days 
post landfall [3].           

Disaster duration was proposed as one of five 
factors for the typology of disasters by Michael 
Berren in 1980 [4]. Berren hypothesized that 
using a five factor typology (natural vs. man-
made, duration, degree of personal impact, 

potential for occurrence/recurrence and control 
over future impact), planners could better pre-
dict the psychological impact of a disaster and 
more effectively target intervention. Applying 
this same concept beyond just the psycholog-
ical response to disasters provides an alterna-
tive way to improve our planning and response 
to disasters, which occur infrequently and are 
not supported by AARs, lessons learned, and 
responder experience.        

Likely Enduring Disasters

Certain disasters clearly have the potential to 
become enduring disasters. Epidemics, earth-
quake series, or major power outages may last 
weeks, months, or years.  

America has not had a major epidemic in 100 
years. The 1918 Great Flu Epidemic killed 
half a million Americans, roughly 0.5 percent 
of the population. Lasting from January 1918 
to December 1920, this enduring disaster has 
largely been relegated to the history books, as 
it occurred in an America that bears little re-
semblance to our own [5]. However, there is 
a more recent epidemic worthy of discussion. 
The Ebola epidemic in Africa involved a signif-
icant U.S. response and qualifies as an endur-
ing disaster. From December 2013 to March 
2016, the Ebola epidemic took an especially 
heavy toll on native health care personnel [6, 
7].The Centers for Disease Control and Pre-

vention (CDC) enduring response lasted two 
and a half years.

After multiple American health care personnel 
contracted Ebola in the response, researchers 
expressed a renewed interest in developing 
Biosafety Level 4 (BSL-4) biocontainment 
technologies. While BSL-4 environments have 
been proven successful in preventing the in-
fection and spread of pathogens in laborato-
ry-based research and development (R&D), 
these biocontainment standards are all but 
impossible to meet in a dynamic (and often 
mobile) response environment [8]. Moreover, 
the infection pathways of the virus are poorly 
understood. Some persons closely involved 
with infected patients do not get sick, while 
others with only brief and tangential interaction 
to a patient can contract the virus.

Critically, recent research has established test 
protocols for chemical deactivation of BSL-4 
level pathogens, including Ebola [9]. In July 
2016, a team at the U.S. National Institutes of 
Health evaluated the efficacy of chemical in-
activation techniques for Ebola specimen de-
struction, with an eye toward verifying their use 
for multiple specimen types in the lab. Although 
this effort focused on lab environments, its re-
view of the efficacy of other methods of inac-
tivation may prove invaluable in scenarios of 
high-level biocontainment for Tier-1 pathogens. 
Such technologies could aid first responders 
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cle/1320454/jbsa-volunteers-aid-in-hurricane-maria-relief-efforts/), and Adobe Stock. 
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in the early stages of response to a disaster, 
but cannot alone mitigate pathogenicity risks 
during an enduring disaster.

The New Madrid Earthquake Sequence start-
ed on December 16, 1811, and concluded on 
March 15th, 1812. The region experienced 
three earthquakes greater than magnitude 
7, 10 greater than magnitude 6, and approxi-
mately 100 greater than magnitude 5. In total, 
more than 1,800 earthquakes above magni-
tude 3 struck during that three month period. 
Surprisingly, the earthquake epicenter also 
shifted steadily northward about 55 miles from 
the initial event. While the 1811-12 earthquake 
sequence long pre-dates our response proce-
dures, if it were to occur today, this event would 
qualify as an enduring disaster. 

The New Madrid Seismic Zone (NMSZ) under-
lies the engine of the United States’ domestic 
and international commerce: the Mississippi 
River Valley. Major means of transport (e.g., 
major commercial air terminals, including  
FedEx headquarters in Memphis, Tennessee) 
are vulnerable to such a seismic threat, includ-
ing an extended seismic sequence as the one 
witnessed in 1811/1812. 

Apposite to its role in managing inland hydro-
logical flows along major population areas, 
the U.S. Army Corps of Engineers (USACE) 
has been an active participant in researching 
ways to continuously monitor the status and 

structural resistive strength of civil flood control 
infrastructure [10]. USACE recognizes the im-
portance of deploying advanced sensor tech-
nologies (attached to real-time communication 
devices) to critical flood-control structures to 
allow for effective control of area-wide flood 
events.

USACE studies conducted in 2016 and 2017 
looked at means of improving flood-control 
monitoring beyond traditional airborne sur-
veys. While remote, satellite-based sensing 
remains a distinct option for future use, it is 
likely to be prohibitively expensive even in the 
mid-term. Unmanned Aerial Vehicle (UAV) use 
in conjunction with thermal imaging cameras 
is a more likely candidate for the detection of 
behind-berm seepage and sand boil locations, 
especially with the rapid decrease in small-
scale “drone”-type UAVs. 

Both seepage and sand boils are flood symp-
toms likely to present in the wake of seis-
mic-induced damage or terrain-shift along the 
USACE-administered Lower Mississippi Le-
vee System. One of the studies recommend-
ed that researchers consider fiber-optic-based 
monitoring of seepage as an early-warning 
system for earthen dam failures. Fiber-op-
tic-based monitoring may also be suitable for 
flood-control and other infrastructural-based 
applications, as fiber-optic-based sensors have 
demonstrated their capability to act as perma-
nent receivers over distances of 12 miles or 

more via a single optical fiber line [11].

The second USACE study investigated the 
use of structural infrasound signals to monitor 
urban environments [12]. The effort demon-
strated that infrasound arrays, which consist 
of a network of sensors capable of detecting 
acoustic signals below 20 hertz (monitorable 
at distances well beyond 8,000 miles), can 
successfully detect structural sources of wave 
propagation in an urban environment. Such in-
frasound sensors and algorithms have already 
been useful in detecting events likely to occur 
along the Mississippi in the wake of an earth-
quake, including barge–bridge allisions. Ex-
tended deployment of infrasound array-based 
monitoring can offer true real-time and remote 
monitoring and rapid assessment of structural 
changes in flood-control structures and areas. 

The U.S. has not experienced a widespread, 
extended power outage. Such an outage could 
be generated by a stand-alone event, such as 
a cyberattack, a space weather event (solar 
flare), or even a weaponized electromagnetic 
pulse. Alternatively, such an outage could also 
result from a cascade effect of other disasters. 
For example, 8.5 million people lost power 
during Hurricane Sandy in 2012 [13]. And in 
2017, after 136 days of response to Hurricanes 
Irma and Maria, only 70 percent of Puerto Ri-
co’s residents regained power [14]. 

Domestic DoD installations are major consum-
ers of electrical energy, accounting for more 
than 1 percent of total United States consump-
tion in FY 2015 [15]. The vast majority of these 
rely on the commercial grid for the provision of 
power—a key point of vulnerability in any elec-
trical blackout scenario, and especially so in an 
enduring disaster. DoD’s traditional approach 
to mitigating an extended blackout period relies 
almost entirely on the use of diesel-fired stand-
alone generators, which are energy inefficient 
[15].

A study commissioned by the Pew Charitable 
Trusts suggested that a unique form of hybrid 
microgrid may be especially well suited to 
DoD’s need to remain resilient in the face of an 
enduring disaster. Combining natural gas-fired 
generators with standalone diesel generators 
would alleviate the disruption caused by an 
interruption in supply of one fuel type [16]. In-
deed, DoD recently installed at least two such 
hybrid microgrids—one at the Marine Corps Air 
Ground Combat Center at Twentynine Palms, 
and the other at the Marine Corps Air Station 
Miramar [15]. However, this is not a long term 
solution, as it won’t eliminate the problem en-
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Figure 1. U.S. Marines with SPMAGTF Crisis Response - Africa load bags of concrete, that 
will be used by local and international health organizations to build Ebola Treatment Units, 
into an MV-22B Osprey during Operation United Assistance in Monrovia, Liberia, Nov. 
21, 2014. U.S. Marine Corps photo by Lance Cpl. Andre Dakis/ SPMAGTF-CR-AF Combat 
Camera/Released
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tirely. Even the most efficient hybrid microgrid 
of this type can only extend the energy self-suf-
ficiency of a base for a finite period of time.

FEMA has developed a new Power Outage 
Incident Annex to the Response and Recov-
ery FIOPs, which addresses the response 
and recovery to a mass or long-term power 
outage, regardless of cause. FEMA Regions I, 
II, III, V, VIII, and X developed regional power 
outage plans that address power outage risks 
and impacts. The Incident Annex also specif-
ically highlights the development or addition 
of microgrids as a key preparedness activity, 
whether operated by DoD, federal entities, or 
commercial interests [17].

Figure 2. Loadmasters from Dover Air Force Base, Del. work with Aerial Port personnel to 
unload a Transport Isolation System on Joint Base Charleston, S.C. during Exercise Mobility 
Solace Aug. 17, 2016. Exercise Mobility Solace provides AMC, working with joint partners, the 
opportunity to evaluate the protocols and operational sequences of moving multiple patients 
exposed or infected with Ebola using the TIS while testing its capabilities and working in 
concert with various military units, first responders and local government agencies. (U.S. Air 
Force Photo by Tech. Sgt. Gregory Brook)

Recommendations for Current 
Plans and Exercises for

Enduring Disasters

Minor changes and low-cost additions to select 
plans and exercises involving enduring disas-
ters could save lives, increase efficiency, and 
reduce overall response costs.  

Extended and Robust Planning Staff

Perhaps the biggest challenge of an enduring 
disaster is the establishment and long-term 
operation of an integrated, strategic-minded 
planning staff with prevention, response, and 
recovery phase expertise.  

For instance, a 2006 federal lessons learned 
report on the response to Hurricane Katrina 
concluded that

“Federal, state, and local officials responded 
to Hurricane Katrina without a comprehensive 
understanding of the interdependencies of the 
critical infrastructure sectors in each geograph-
ic area and the potential national impact of their 
decisions. For example, an energy company 
arranged to have generators shipped to facili-
ties where they were needed to restore the flow 
of oil to the entire mid-Atlantic United States. 
However, FEMA regional representatives di-
verted these generators to hospitals. While life-
saving efforts are always the first priority, there 
was no overall awareness of the competing 
important needs of the two requests [18].”

Therefore, it is imperative that balancing the 
competing needs of immediate live-saving re-
lief efforts and critical infrastructure restoration 
activities be part of a strategic plan.

The potential damage to energy infrastructure 
caused by an NMSZ earthquake provides a 

ready example. The East Coast relies on gas-
oline and heating oil, but pipelines in the Mis-
sissippi Valley will likely be damaged during a 
New Madrid earthquake sequence. If the next 
major NMSZ event occurs in the winter, as it 
did in 1811, pipeline repair and operation will 
be a national priority, competing for resources 
against immediate local needs. All pipelines 
along the Mississippi Valley may have to be 
inspected and repaired after each earthquake 
greater than magnitude 3 for months. Such an 
extended earthquake sequence could shut 
down the majority of crude oil, natural gas, and 
refined liquid petroleum product-bearing pipe-
lines that emanate from the Gulf Coast.

International oil and gas firms and midstream 
corporations have invested significant R&D 
dollars in pipeline monitoring and inspec-
tion technologies at a slow, but steady, rate 
since the construction and installation of the 
800-mile-long Trans-Alaskan Pipeline System. 
The surge in crude oil prices between 2004 
and 2008 served to supercharge pipeline 
protection-related R&D investments. How-
ever, apart from the addition of wireless con-
nectivity and by-now-common optical ranging 
capabilities to standard oil field “pig” (Pipeline 
Inspection Gadget) designs, pipeline-monitor-
ing technology has lagged behind the need for 
continual inspection necessitated by aging pipe 
ages. The threat of a major seismic area in the 

Lower Mississippi River Valley area stands 
as a notable threat to both below- and above-
ground petroleum pipeline integrity.

Since 2015, multiple methods of improving 
pipeline status and performance monitoring 
have been introduced in the petroleum engi-
neering community [19]. However, the major-
ity of these advances assume a stable base 
pipeline (and seismic) environment for the 
operation of their inspection or monitoring 
technologies. In March 2018, engineers at 
Mississippi State University (MSU) revealed 
the results of research conducted on a bac-
teria-based sensor network designed to alert 
pipeline managers to even the smallest leaks 
in real time [20]. 

Unlike traditional pig-based inspection tech-
niques, this material would be applied to the 
full outer diameter surface of each pipeline 
segment, which would also provide supple-
mentary information on the basic structural in-
tegrity of the pipes. The MSU team has proven 
the versatility of their bacteria-based coating. 
Future research efforts will seek to identify and 
test suspending materials for the durable appli-
cation of the bio-based film to pipelines at full 
scale. 

Operations planning for an enduring disaster 
will be more complex, covering all the opera-
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tional phases simultaneously, and will have to 
be maintained over a prolonged period of time 
versus that of a typical hurricane response. 
Plans and exercises for enduring disasters 
must reflect the need for a larger planning 
staff and the need to rotate both individual staff 
members and staff teams.

Integration of Non-traditional Aid

Disaster response work has inherent hazards. 
Search and recovery teams may be caught 
in significant earthquake aftershocks. Medi-
cal providers may become infected during an 
epidemic. Enduring disaster response may 
take a heavy toll on equipment. Long-term 
operations can require responders to service 
equipment and rotate personnel. It is likely that 
a prolonged response to an enduring disaster 
will deplete existing domestic resources, which 
may be offset by the integration of foreign re-
sponse teams and resources.

Interest in employing these resources is a re-
curring theme in AARs from recent operations. 
For example, the 2017 Joint Task Force Tex-
as Hurricane Harvey AAR stated “there were 
a number of foreign governments who sought 
to lend support to Texas during this response 
[21].” 

Additionally, the NMSZ 2011 National Level Ex-
ercise AAR indicated “Sweden was unwilling to 
deploy their medical team without the [United 
States Government] assuming medical liabili-
ty. Other international offers—such as those to 
supply field hospitals, medical teams, HazMat 
(Hazardous Material) teams, and water purifi-
cation resources—had not been accepted by 
the end of the exercise and were therefore still 
pending [22].”  

Pre-planning for the use of foreign response 
teams and their inclusion in enduring disaster 
response exercises provides the opportunity to 
exercise individual international support agree-
ments with key partner nations. Processes for 
quickly employing unanticipated partners as 
well as establishing pre-incident agreements 
with traditional international partners for select-
ed enduring disasters may prove beneficial.

Government agencies continue to benefit from 
collaboration with industry, representing en-
hanced capabilities in strategic crisis manage-
ment planning. These partnerships will bring 
a quicker response and facilitate an efficient 
transition into community recovery following a 
crisis [23].  

Collaboration with non-traditional disaster re-
sponse groups can also be optimized to pro-
vide highly accurate data for the mapping of a 
disaster site. The last decade has seen a trend 
of online volunteers using satellite imagery to 
crowdsource an up-to-date map of an affected 
area. However, this data is typically produced 
in a random order, and not in line with re-
sponder needs or priorities. Research recently 
published by a team from the University of Ten-
nessee, Knoxville, and the University of Califor-
nia, Santa Barbara, has demonstrated a digital 
triage method for prioritizing disaster mapping 
for volunteer efforts [24]. Such mapping data, 
when combined with on-the-ground reconnais-
sance, can aid in an effective response.

Increase Responder Resiliency Via
Social Networks

CDC Deputy Team Lead and Senior Labora-
tory Advisor John Saindon worked in Liberia 
during the Ebola epidemic from November 
2014 through March 2017. He made sever-
al observations and recommendations for 
improving the U.S. response that can easily 
be extrapolated to other enduring disasters, 
writing that “the focus of much of the existing 
published literature is on the disease outbreak 
itself but neglects the responder’s own social 
and resilience considerations during a disease 
outbreak [25].” 

Saindon had great concerns about the social 
and mental well-being of crisis responders in 
an environment where an increased distrust 
and fear of health workers and international 
support became inherent. This distrust and 
fear was due to the emphasis on stopping 
the disease at the expense of recognizing the 
community aspects of the response. He stated 
that remaining in contact with friends and fami-
ly outside the crisis event is critical to long-term 
responder success [25]. “During any response, 
it is recommended that responders maintain 
communication with friends, family, and other 
responders to create a social network of sup-
port. It is also important that a responder con-
sider participating in collective efficacy [25].” 

Response to Vulnerable Populations

During an enduring disaster, citizens requir-
ing access to prescription medication will turn 
to the disaster response community for as-
sistance. While stockpiling a vast variety of 
medicines is expensive and seldom effective 
as a long-term solution, advanced planning on 
how to alternatively resource select drugs and 
obtaining advanced emergency-use waivers 

concerning manufacturing, importation, and 
inspection techniques may save significant 
and lifesaving time during an enduring disaster 
response. This consideration should be includ-
ed in planning for disasters that may become 
enduring and exercised accordingly.

Effective responses to enduring disasters plan 
ahead for providing aid to vulnerable popu-
lations, such as the elderly and disabled. In 
the wake of Hurricane Sandy, New York City 
expanded its emergency response plan to ad-
dress the evacuation of disabled citizens who 
live in high-rise apartments [26]. 

The revised plan includes a task force dedi-
cated to addressing processes and methods 
for high-rise evacuation, bringing together 
governments, first responder agencies (New 
York City Fire Department, etc.), and technical 
standard-setting organizations like the National 
Institute of Standards and Technology and the 
National Fire Protection Association [27]. Plan-
ning for the evacuation of vulnerable popula-
tions must also account for the lengthy period 
of an enduring disaster, possibly resulting in 
multiple relocations. 

Maintaining a Responder Reserve
and Developing Responder Depth  

for Enduring Disasters

“Never be late to need” is a common mantra 
during response events and exercises. In an 
effort to meet the need, there is a tendency to 
maximize the use of personnel—sending all 
available responders on missions. However, 
holding a third of forces in reserve to enable 
later flexibility in response is a proven military 
tactic that assists in the recovery of initial re-
sponders. For example, in an earthquake 
sequence, where additional earthquakes are 
often incorrectly assumed to be significantly 
lower magnitude than the initiating event, re-
sponders and citizens can become trapped or 
injured as easily as in the initial event. Employ-
ing a reserve personnel in this scenario would 
greatly aid in response efforts.

Furthermore, a national-level cadre of proper-
ly trained reserve responders provides depth 
during an enduring disaster. After the 2017 
Hurricane Season, FEMA’s Planning Cadre 
integrated Incident Management (Field) and 
Incident Support (Regional and National) op-
erational planning capabilities [28]. The re-
sponding operational planning cadre provides 
assumption-based forecasting and planning, 
which allows greater use of programmatic 
activities to support responder communities. 

HDS
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Furthermore, a national qualification system 
should be operationalized to provide the stan-
dardized structure for training, organizing, and 
equipping personnel.         

Conclusion

Enduring disasters require different approach-
es and considerations than traditional duration 
disasters. The aforementioned recommenda-

tions are low-cost improvements to existing 
response plans and training exercise designs. 
Deliberate planning will address issues readily 
apparent in enduring disaster response and 
recovery. 
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Re-growing limbs and organs in order to 
recover from irrevocable physical losses is 
no longer just for science fiction characters. 
Due to the advancements in regenerative 
medicine and tissue engineering, recovery 
of this magnitude is now possible. Regen-
erative medicine is the process of creating 
functional tissues to replace tissues or or-
gans that have been damaged by disease, 
trauma, or congenital issues, and create 
solutions for organs that have become per-
manently damaged. The terms regenera-
tive medicine and tissue engineering have 
become interchangeable; however, tissue 
engineering is a concentration or subfield 
of regenerative medicine. The focus of tis-
sue engineering is to create constructs that 
restore, maintain, or improve damaged tis-
sue or whole organs through the process of 

combining scaffolds, cells, and biologically 
active molecules into functional tissue [1, 
2].

The Department of Defense (DoD) sup-
ports regenerative medicine in the hope of 
treating and curing fatal and debihilitating 
conditions. According to a study completed 
by the U.S. Government Accountability Of-
fice, between 2012 and 2014 the DoD was 
the second largest funder of regenerative 
medicine. The DoD invested $253 million 
into 178 projects related to regenerative 
medicine and health needs of active-duty 
military personnel [3]. 

According to Stratistics Market Research 
Consulting, the global tissue engineering 
market is expected to reach $16.82 billion 
by 2023 [4]. Three different areas catego-
rize the tissue engineering market: synthet-
ic, biological, and genetically engineered 
solutions. Generally, the synthetic products 
currently available (e.g., polypropylene 

hernia meshes) can be manufactured on 
a large scale, but do not provide the envi-
ronment required for cells inside the body 
to properly grow and integrate into the 
mesh, resulting in severe scar formation. 
The biological solutions (i.e., allografts) 
can be integrated into the body, but suf-
fer from problems with variable outcomes 
such as premature degradation, immune 
system reactions, sourcing of materials, 
and high cost [5]. The genetically engi-
neered solutions typically consist of cells 
grown in a bioreactor in the lab to create a 
functional organ that can be implanted, but 
this is hugely expensive and still in early 
development. ParaGen Technologies aims 
to redefine tissue engineering through the 
development of a new type of synthetic 
scaffold capable of rapid biointegration and 
highly reproducible patient outcomes. The 
synthetic scaffold also ensures no immune 
rejection and high function regrowth. The 
core technology is a nanofiber scaffold that 
mimics physical structures (see Figure 1) 
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Figure 1. (Left) Scanning electron microscope image of a decellurized blood vessel demon-
strating the fibrous structure found in human tissue. (Right) Polymer nanofiber scaffolds.

found within the body that allows for assim-
ilation and tissue level structural support. 
The nanofiber scaffold is made from com-
pletely synthetic polymers (e.g., the same 
polymers used in resorbable sutures such 
as polyglycolide) and resorbs over time so 
no foreign material remains in the body.

Background

A 2015 Congressional Research Service 
Report found that 52,351 U.S. military 
members and civilians were non-lethally 
wounded in action between October 2001 
and July 2015, during Operation Iraqi Free-
dom, Operation New Dawn, and Operation 
Enduring Freedom [6]. The injuries that 
military personnel face can be life-chang-
ing, and the DoD and other institutions are 
looking to tissue engineering as a means 
to repair these injuries. Advances in tissue 
engineering and regenerative medicine 
can potentially reduce surgical complica-
tions, speed healing time, and provide bet-
ter patient outcomes for wounded soldiers. 

The DoD is actively creating solutions for 
injuries sustained by military personnel in 
areas such as bone regeneration, muscle 
function restoration, and burn and wound 
care. On the basic research side, the 
Armed Forces Institute of Regenerative 
Medicine (AFIRM) is a multi-institutional, 
interdisciplinary network funded by the 
DoD and working to develop advanced 
treatment options for severely wounded 
servicemen and women. AFIRM has five 
research programs: extremity injury treat-
ment, craniomaxillofacial reconstruction, 
skin injury treatment, vascular composite 
tissue allotransplantation and immuno-
modulation, and genitourinary and low-
er abdominal injury treatment. The goal 
of AFIRM and its numerous institutions 
across the globe is to use tissue engineer-

ing and regenerative medicine to address 
cardiovascular disease, neurological con-
ditions, or chronic diseases, and potential-
ly repair, replace, or regenerate damaged 
organs and tissues. The DoD also utilizes 
the tissue engineering and regenerative 
medicine field to treat injuries sustained 
by military personnel. However, a survey 
assessing the Technology Readiness Level 
(TRL) of ongoing DoD projects related to 
tissue engineering found that nine out 10 
projects are currently at a TRL of 1. It is for 
this reason that alternative technologies, 
such as synthetic nanofiber scaffolds, are 
being investigated and rapidly progressing 
through the pre-clinical and clinical stages.

The fields of tissue engineering and re-
generative medicine, as applied today, are 
relatively new—only about twenty years 
old. As the times change and the needs 
of healthcare providers shift, so does the 
focus and research of regenerative med-
icine. From the 1900s to the 2000s there 
was a change of focus in regenerative 
medicine—from symptomatic treatment to 
curative treatment [7, 8]. According to Al-
lied Market Research, the global regener-
ative medicine market is expected to reach 
$67.5 billion by 2020. High-cost pressure 
on healthcare providers, due to an aging 
population and the increasing prevalence 
of chronic diseases, continues to drive in-
terest in tissue engineering and regenera-
tive medicine despite early setbacks and 
lack of significant progress [2, 7-9]. While 
the DoD is one of the largest funders of 
regenerative medicine research, their fo-
cus is on limb repair and battlefield inju-
ries. However, tissue engineering has the 
potential to fix both traumatic injuries and 
chronic diseases. According to the Centers 
for Disease Control and Prevention, seven 
of the top 10 causes of death in 2014 were 
in connection to chronic diseases. Several 

advancements continue to push the fields 
of regenerative medicine and tissue en-
gineering forward. These advancements 
address cardiovascular disease and neu-
rological conditions or chronic diseases; 
repairing, replacing, or regenerating dam-
aged organs and tissues; and the limita-
tions of suitable organs for transplantation 
[10]. 

How does regenerative medicine work? 
The repair principles of regenerative med-
icine are rejuvenation, regeneration, and 
replacement [7, 9]. The process begins 
with building a scaffold that allows the body 
to repair itself, just like the scaffold around 
a building allows the workers to repair the 
structure. Once a functional scaffold is 
created, cells can be added and tissue will 
develop with the scaffold if the environment 
is right. Tissue engineering has three main 
components: cells, scaffolds, and biochem-
ical signaling [1, 11, 12]. In this approach, 
cells are seeded on a polymeric scaffold 
that is then transplanted into damaged ar-
eas to repair them. With this traditional tis-
sue engineering method, scaffolds act not 
only as a structural support system, but 

Figure 2: Phoenix Advanced Wound Care 
dressing.

M

Figure 3: Atreon Orthopedics’ rotator cuff 
repair patch. 

Photo Illustration created by HDIAC and adapted from Adobe Stock and a photo by Lori Newman (Available for viewing at 
http://www.jbsa.mil/News/News/Article/1081439/medical-miracle-bamc-surgeons-perform-groundbreaking-arm-replant/) 
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also as a conductor for cell growth. Due to 
the significance of the scaffold, it is imper-
ative that the scaffold can mimic the func-
tionality and complexity of natural tissue 
(Figure 3). Research is underway for other 
approaches to tissue engineering such as 
a modular approach, which involves the 
assembly of small cell-laden modules that 
are combined to form larger structures. 
Another approach is the idea of a scaf-
fold-free approach. This approach consists 
of growing cells in the lab and getting them 
to self-assemble into tissues [13, 14].

Current Approaches

Current medical products on the market 
utilize decellurized animal and human 
tissue. Decellularization is the process 
of removing cellular and immunogenic 
materials from tissues and organs while 
maintaining all the other mechanical and 
bioactive properties of the tissue. Think of 
it as doing a factory reset on a cellphone. 
This removes personal data, but the phone 
is still physically intact and can be passed 
on to another person for use. 

Humacyte is a company developing 
lab-grown organs with subsequent de-
cellularization. Their work focuses on 
investigational human acellular vessels 
that have the potential to be utilized as 
commercial-off-the-shelf human vascular 
grafts. In the current process used by Hu-
macyte, the blood vessels are formed from 
banked human vascular smooth muscle 
cells grown into blood vessels in the lab, 
which are then decellularized to limit the 
chance of immune rejection once implant-

ed. No cells from the patient are required 
for this production process. However, this 
lab culture process can take more than 
eight weeks and be very costly. Data per-
taining to the recently initiated clinical trial 
evaluating their use in angioaccess have 
not been reported, but the preclinical stud-
ies used to support this ongoing clinical 
trial do not suggest that their performance 
will be superior to currently available vas-
cular grafts made from expanded polytetra-
fluoroethylene, more commonly known as 
Gore-Tex [15-17].

Another cell-based approach to making 
a vascular graft is being pursued by Cy-
tograft, which grows flat sheets of cells 
which they then roll into a tube to form a 
blood vessel. This technology has yield-
ed promising preclinical data and led to 
human clinical trials [15, 18-20]. Although 
these studies confirm the feasibility of 
using a tissue engineered vascular graft 
(TEVG) in humans, these cell sheet-based 
TEVGs have not outperformed current syn-
thetic graft function in humans [21-23]. In 
fact, none of the data to date have demon-
strated equivalent performance between 
the cell sheet TEVGs and currently avail-
able synthetic grafts.

LifeCell is another company in the tissue 
engineering and regenerative medicine 
market. LifeCell utilizes human cadaver tis-
sue that is processed to remove cells while 
preserving the essential biological compo-
nents and structure of the dermal matrix to 
support regeneration in a product called 
ALLODERM SELECT™. Allograft tissue 
can integrate into the body and has been 
used in numerous clinical applications, but 
it is extremely costly. A small patch of ma-
terial can cost several thousands of dollars 
and some reconstructive procedures may 
use up to a dozen sheets.

ParaGen Technologies’ mission is to elim-
inate the major problems associated with 
synthetic and biological implants, while 
incorporating the advantages of each. 
The core of this technology is synthetic 
nanofiber scaffolds that mimic the physical 
structures in the body (see Figure 1) and 
allow cells to assimilate and remodel into 
native tissue. The nanofiber scaffold acts 
to provide tissue level structural support 
to cells, thus encouraging cell adhesion 
to the scaffolding and proliferation. These 
are the key factors that enable tissue re-
generation and prevent scar formation. 

ParaGen Technologies utilizes commer-
cial-off-the-shelf polymers (i.e., the same 
polymers used in resorbable sutures) to 
create cost-effective nanofibers. Polymers 
are processed into fibers using electrospin-
ning—a relatively common manufacturing 
process. The novel scaffold technology al-
lows for a controlled degradation profile, a 
tailored fiber diameter, a specific pore size, 
and mechanical properties that match the 
native tissue. The materials are designed 
based on the clinical application and the 
devices are carefully tailored to address 
clinical needs for each indication. 

RenovoDerm is developing a portfolio 
of wound care devices that increase the 
speed of healing for chronic wounds, while 
decreasing scar tissue. RenovoDerm’s first 
product, the Phoenix Advanced Wound 
Care dressing (see Figure 2) received 
Food and Drug Administration (FDA) 
approval and is currently being used in 
wound care clinics. Atreon Orthopedics 
(see Figure 3) has developed a scaffold 
that improves the rate of healing and over-
all strength of repair in rotator cuff injuries. 
This was tested in a sheep study and is 
currently in the process of being submitted 
to the FDA. Tarian Medical (see Figure 4) 
is developing a scaffold product for stron-
ger hernia repairs with less scarring and 
adhesions which is being tested in rabbits. 
Lastly, Vascular Genesis (see Figure 5) is 
developing synthetic vascular grafts that 
remodel into healthy vascular tissue with 
a focus on vascular access grafts for pa-
tients undergoing hemodialysis. These 
vascular grafts are being tested in sheep, 

Figure 4. The Tarian Medical hernia mesh 
being implanted into a rabbit.

Figure 5: Vascular Genesis graft used for 
vascular access in dialysis patients.
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with the data being presented to the FDA 
for an interactive review and consideration 
as a “breakthrough device” which will sig-
nificantly speed up the process for regula-
tory review. 

Conclusion

The field of tissue engineering is pro-
gressing and moving into the clinic, which 
provides benefits to the DoD and civilians 
alike. There are products currently avail-
able on the market that fall into the catego-
ry of tissue engineering such as allografts 

and xenografts, but lab-grown organs are 
still over a decade away from reaching the 
clinic. Additionally, there are challenges for 
the DoD to utilize some of these allograft 
materials due to the need for cold storage 
and short shelf life. 

However, there is a new class of synthet-
ic nanofiber scaffolds that are being used 
today for advanced wound care (i.e., the 
Phoenix Advanced Wound Care Dressing 
from RenovoDerm) and a suite of products 
for rotator cuff repair, hernia repair, and 
vascular graft replacement following on 

its heels. These synthetic nanofiber grafts 
are stored in ambient conditions with long 
shelf lives, making them great candidates 
for remote battlefield use (i.e., medical kits 
in the field) and stored at hospital centers 
for definitive treatment of injured military 
personnel and civilians. The same “plastic” 
that has been used for decades in resorb-
able sutures is now being used to re-grow 
organs through a process called tissue en-
gineering. The wait for organ transplants is 
over, and tissue engineering is here for a 
better tomorrow.

M
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The prospect of using artificial intelligence 
(AI) in warfare is complicated. Arguments 
exist both for and against the development 
of weaponized AI [1]. Although ideologies 
differ among the highest levels of govern-
ment and throughout the global community 
[2–4], the very fact that this idea exists must 
give pause for further evaluation. 

No matter the outcome, AI has already 
changed both defense and national secu-
rity strategy. In a statement to the Senate 
Armed Services Committee in 2016, former 
Director of National Intelligence, James 
Clapper, eloquently and comprehensively 
summed up the situation by stating, “Impli-
cations of broader AI deployment include 
increased vulnerability to cyberattack, 
difficulty in ascertaining attribution, facili-

tation of advances in foreign weapon and 
intelligence systems, the risk of accidents 
and related liability issues, and unemploy-
ment. Although the United States leads AI 
research globally, foreign state research in 
AI is growing [5]." 

The importance of AI to defense and securi-
ty strategy influences how the U.S. govern-
ment and military plans for the future. The 
January 2018 National Defense Strategy 
underlined the notion that the Department 
of Defense (DoD) should invest heavily in 
the military application of AI and autonomy, 
as they belong to “the very technologies that 
ensure we will be able to fight and win the 
wars of the future [6]." 

Likewise, the December 2017 National Se-
curity Strategy acknowledged the risks that 
AI poses to the nation, while also reaffirm-
ing the U.S.’s commitment to investing in AI 
research [7].   

Artificial Intelligence and 
Autonomous Systems in 

Defense Applications 

AI has no standardized definition, but it is 
generally understood as referring to any 
computerized system capable of exhibiting 
a level of rational behavior high enough to 
solve complex problems [8]. The concept 
grew out of work that defeated Germany’s 
“Enigma” code during World War II, primar-
ily pushed by Alan Turing [9, 10]. The U.S. 
military has been highly engaged in AI re-
search for nearly 70 years [11]. As a broad 
term, AI spans a wide range of approaches, 
including the branch of machine learning 
(ML), which encompasses deep-learning 
(see Figure 1). AI also encompasses au-
tonomous systems, as AI is the “intellectual 
foundation for autonomy [12]." It is difficult 
to discuss weaponization of AI without dis-
cussing autonomous systems.

WMD
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The Defense Science Board has defined 
autonomy as a “capability (or a set of ca-
pabilities)” that allows aspects of a system 
to operate on their own “within programmed 
boundaries [13]." One of the most common 
military applications of  autonomous sys-
tems has been its use in unmanned air-
craft, or unmanned aerial vehicles (UAVs), 
which now account for nearly 40 percent of 
all aircraft used by DoD and comprised a 
$2.8 billion funding request for FY2018 [12, 
14]. Autonomous systems have already 
changed the combat landscape by offer-
ing the ability to conduct precision strikes, 
which has arguably reduced the number of 
civilian casualties as well as limit the harm 
to U.S. and allied forces [15]. The capabili-
ties that autonomy offers for defense appli-
cations will continue to grow and develop as 
technology improves (see Table 1). 

Integrating AI into a new paradigm of de-
fense strategy is important for two reasons. 

First, the technology is available, so it 
makes sense for the U.S. to pursue tech-
nological superiority over its adversaries in 
this realm. Second, doing so is necessary 

in order to counter the advances in (and 
emerging proficiencies of) new technologies 
developed by Russia and China.

Figure 1: Approaches and disciplines in artificial intelligence and machine learning [61]

Photo Illustration created by HDIAC and adapted from Adobe Stock.
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Concerns over near-peer technological ad-
vances have been substantiated by several 
AI-based developments in Russia, which 
are discussed below. In addition, China’s 
State Council released a major report on 
AI, “A Next Generation Artificial Intelligence 
Development Plan,” in July 2017. This doc-
ument acknowledges “…the world’s major 
developed countries are taking the develop-
ment of AI as a major strategy to enhance 
national competitiveness and protect na-
tional security [16]." As a corollary to some 
of the direct threats that the National De-
fense Strategy seeks to neutralize, China’s 
AI Development Plan also stresses that the 
State will “promote all kinds of AI technolo-
gy to become quickly embedded in the field 
of national defense innovation [16]." This 
technological tug-of-war has all of the hall-
marks of a new arms race, complete with 
the possibility of creating never-before-seen 
destruction. 

Artificial Intelligence as a 
Weapon of Mass Destruction 

Existing applications of AI to Weapons of 
Mass Destruction (WMDs) are extreme-
ly limited. Thus, developments within the 
technology have to be extrapolated to de-
termine how they may be used in WMDs. 
However, due to AI’s unpredictable nature 
and its potential use in fully- and semi-au-
tonomous weapons systems, scenarios 
may exist where AI changes the game, so 

Table 1: Projected capabilities for autonomous systems [12]

to speak: situations not typically thought 
of as WMD-relevant could become such. 
The use of autonomy in weapon systems 
has grown swiftly over the past 50 years. 
However, few of these systems are fully au-
tonomous and able to make decisions on 
their own by using AI, but that is the likely 
next step, as evidenced by the intentions of 
many nation-states. 

Existing autonomous platforms merely set 
the stage for what is to come in terms of 
weapons with artificially intelligent capabili-
ties. The use of AI in WMDs, while complex, 
can be simplified into a matrix (see Table 
2) that illustrates two characteristics: (1) 
mode, which illustrates the way that AI could 
be used for the purposes of mass destruc-
tion, including as a weapon in itself, as an 
agent to control other weapons platforms, 
and as an agent used to design WMDs; and 
(2) temporality, demonstrated by how AI is 
currently being used in WMDs or advanced 
weaponry (actuality) versus emerging de-
velopments in AI technology that could be 
used in WMDs or as WMDs (potentiality). 
The mode of AI is more complicated than 
its temporality. In this sense, there are three 
possibilities.

As a Deadly Weapon per se

AI itself could be the weapon (deadly weap-
on per se), as in a program that finds the 
best route for hacking into a system [17] or 

one that propagates the spreading of falsi-
ties on social media by imitating human ac-
tors [18]. Fears of AI being used to support 
WMDs can be traced back to at least 1987, 
where Yazdani and Whitby argued AI at the 
time was increasing “the possibility of an ac-
cidental nuclear war [19]." These fears carry 
over to the present, and are possibly even 
more justified as AI technology flourishes. 
Roman Yampolskiy, an associate professor 
of computer engineering at the University 
of Louisville, contended in January 2017 
that “weaponized AI is a weapon of mass 
destruction and an AI Arms Race is likely 
to lead to an existential catastrophe for hu-
manity [20].” A survey conducted in August 
2017 at the Black Hat USA Conference 
found that 62 percent of survey participants 
(briefly described as “the best minds in cy-
bersecurity”) believed AI would be used as a 
weapon within the upcoming year [21]. 

AI-based systems are becoming more com-
mon and more intelligent. These programs 
have already beaten expert human players 
at games, such as chess [22] and Go [23], 
and continue to surprise humans with their 
capacity. For example, chatbots created by 
Facebook were able to communicate with 
a language they developed [24, 25], and 
Google developed neural networks that 
designed an unbreakable encryption meth-
od to keep their conversations secret [26]. 
However, a darker side to AI programing 
exists as well, demonstrated by surprising, 
off-color remarks from Microsoft chatbots 
Tay and Zo, including being manipulated 
into defending controversial ideologies as 
well as making unprompted comments that 
could be seen as hate speech, respectively 
[27, 28]. Moving forward, the fear is that AI 
could lead to a social crisis of epic propor-
tion by creating massive unemployment and 
a financial catastrophe [29], or even the on-
set of the technological singularity, the point 
at which machine intelligence exceeds hu-
man intelligence [30]. Although these sce-
narios may not seem like the results of a 
conventional WMD, they could usher in a 
great unknown with potentially life-changing 
circumstances.

As an Agent of Control 

The second mode (agent of control) is much 
easier to conceptualize, in that AI is used 
to control an object, such as a missile or 
robot. This has been done for decades, and 
continues with systems such as the P-800 
Oniks missile (SS-N-26 Strombile) [31]; mis-

WMD
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siles proposed for the planned Tupolev PAK 
DA bomber [32]; the Long-range Anti-Ship 
Missile (LRASM) [33]; and the Epsilon 
Launch Vehicle [34]. Each of these rocket/
propulsion systems is capable of providing 
foundational technology for more advanced 
usage of AI in larger WMD systems. Most 
likely, the integration of AI into the guidance 
and control systems of these types of plat-
forms will continue.

Perhaps the most feared, fastest growing, 
and least understood WMD applications of 
AI can be found in robotics. As explained by 
Vice Chairman of the Joint Chiefs of Staff 
Gen. Paul Selva during an interview at the 
Brookings Institution in 2016: 

There are implications that I call the 
"terminator conundrum." What happens 
when that thing can inflict mortal harm 
and is empowered by artificial intelli-
gence. How are we going to deal with 
that? How are we going to know what's 
in the vehicle's mind, presuming for the 
moment we are capable of creating a 
vehicle with a mind. It's not just a pro-
grammed thing that drives a course or 
stays on the road or keeps you between 
the white lines and the yellow lines, 
doesn't let you cross into oncoming traf-
fic, but can actually inflict lethal damage 
to an enemy and has an intelligence of 
its own. How do we document that? How 
do we understand it? How do we know 
with certainty what it's going to do? [35]. 

General Selva’s “terminator conundrum” 
has been echoed by the Department of 
Homeland Security (DHS). A 2017 report 

on AI stated, “Robots could kill mankind, 
and it is naive not to take the threat seri-
ously [29].” This fear is becoming reality. 
For example, when asked if she wanted 
to destroy humans, Hanson Robotics’ So-
phia, responded, “OK. I will destroy humans 
[36]." However, the future form of robots as 
WMDs may be heading in the direction of 
the Russian-created Final Experimental 
Demonstration Object Research, which 
is capable of replicating complex human 
movements including firing weapons [37]. 
The growth of autonomous vehicles for de-
fense applications (especially UAVs and un-
manned ground vehicles) will continue, and 
fundamental questions regarding robotic 
operations, especially in combat, must be 
answered [38], but whether or not these 
could be or would be considered WMDs is 
open for debate. 

Figure 2: Autonomy derives operational value across a diverse array of vital DoD missions 
[12]

Table 2: Classification of AI as WMDs

AI as a Deadly Weapon 
per se

AI as an Agent of 
Control

AI as an Agent of 
Design

Actuality - Fake news
- Hacking

- Missiles
- Robots
- Conventional arms

- Predicting reactions
- Mapping biological
  mechanisms

Potentiality - Hostile takeover
- Financial crisis
- Social unrest
- Superintelligence 

- Drones
- UAVs

- Unstructured
  learning
- Superweapons 

As an Agent of Design 

Finally, the third mode of AI is its use in 
design. AI techniques could be used to de-
velop weapons, some of which may not be 
designs previously conceived by human 
beings. In other words, AI could use its 

unique perspectives, as demonstrated by 
behavior from the Google neural network 
and Facebook chatbots, to create weapon 
designs that humans may not have other-
wise conceptualized. Little currently exists 
in the field of AI as it applies to the design 
of WMDs, but lessons from other areas may 
provide some insight into how this could be 
possible. Predicting the outcomes of chem-
ical reactions (particularly in organic chem-
istry) can be quite challenging. However, 
last year, several researchers showed how 
AI can be used to predict the outcomes of 
complex reactions with greater accuracy 
than other methods [39, 40]. 

Using AI to maximize the products of a re-
action could create chemical superweap-
ons with massive yields. Research partially 
funded by the U.S. Army Medical Research 
and Materiel Command reverse-engineered 
the complex mechanism of regeneration in 
planarians by searching the genome with AI 
[41]. While the intent of the work was fo-
cused on understanding cellular and tissue 
regeneration for medical applications, this 
method could be used to reverse-engineer 
the most lethal characteristics of an organ-
ism and design a super bioweapon focused 
on enhancing this trait.

Most AI functions with supervised learn-
ing as the backbone of how it performs 
tasks, meaning the AI sorts images and 
patterns into pre-programmed categories 
that have been developed by humans and 
programmed into the AI. For example, re-
searchers may feed millions of images of 
trees into an artificial neural network (ANN) 
(artificial creation that mimics the functions 
of neurons in a human brain) so that the 
program can learn what a tree looks like. 
Based on these images, researchers may 
also program tree categories (e.g., pine, 
maple) so that the AI, by way of the ANN, 
can categorize images of trees based on 
type. 
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The opposite of this is unsupervised learn-
ing, in which the AI has no pre-programmed 
categories, but rather is allowed to design 
its own. The machine would sort patterns 
or images into what it thinks would be logi-
cal categories (which may not overlap with 
human-generated categories). In 2015, re-
searchers at Google fed white noise into an 
ANN, and let the AI use what it learned from 
the millions of images it had in its database. 
Through a process that Google has nick-
named “inceptionism,” bizarre, yet beau-
tiful images are created by the ANN [42]. 
Likewise, Google has also developed the 
UNsupervised REinforcement and Auxiliary 
Learning (UNREAL) agent (see Figure 3), 
which has improved the speed of learning 
certain applications by a factor of 10.    

To date, AI has been used in weapon sys-
tems or to understand relatively common 
aspects of chemistry and biology. Howev-
er, what if AI creates something that never 
existed before? What if it generates a new 
class of weapon never imagined by human 
beings? Unsupervised learning used in this 
capacity has the potential to do just that.   

Figure 3: Overview of the UNREAL agent [62]

Counterbalance

The difficulty in assessing how AI could be 
a WMD threat is a product of the fact that 
so little information exists regarding this 
concept. Most likely, evaluating AI uses in 
conventional weaponry would be limiting. 
However, as stated by DHS, “Humans must 
maintain control over machines [29].” Argu-
ably, the two greatest fears (and threats) of 

AI are its use in autonomous weapon sys-
tems and the loss of human control. A num-
ber of actions have been taken in regards 
to these threats. Three categories describe 
the level of autonomy a system can have:

•	 Human-in-the-Loop Weapons – Robots 
that can select targets and deliver force 
only with a human command;

•	 Human-on-the Loop Weapons – Ro-
bots that can select targets and deliver 
force under the oversight of a human 
operator who can override the robots’ 
actions; and

•	 Human-out-of-the Loop Weapons – 
Robots that are capable of selecting 
targets and delivering force without any 
human input or interaction [43]. 

The DoD adheres to the human-in-the-loop 
principle, as evidenced by DoD Directive 
3000.09 [44]. In fact, the U.S. is the first 
country to proclaim a formal policy on au-
tonomous weapons systems [45]. In addi-
tion, “DoD personnel must comply with the 
law of war, including when using autono-
mous or unmanned weapon systems” as 
directed by the DoD Law of War Program 
(DoD Directive 2311.01E) [46, 47]. 

The challenge, however, lies in the fact that 
although the U.S. and its allies adhere to 
developing human-in-the-loop systems—or 
even human-on-the loop systems—other 
countries may not, and probably will not. 

Former Deputy Secretary Bob Work ac-
knowledged this challenge in 2015 when 
he stated, “Now, we believe, strongly, that 
humans should be the only ones to decide 
when to use lethal force. But when you're 
under attack, especially at machine speeds, 
we want to have a machine that can protect 
us [48].” Ironically, AI may be the greatest 
counter to AI in some cases, at least in prin-
ciple. AI may also be the best counter to 
non-AI WMDs. Programs such as Synchro-
nized Net-Enabled Multi-INT Exploitation 
have enabled DoD to more efficiently exploit 
an adversary’s weakness [49]. Research 
by University of Missouri researchers has 
shown that a deep-learning program could 
reduce the amount of time needed to identi-
fy surface-to-air missile sites from 60 hours 
to 42 minutes [50]. 

Unfortunately, this interplay has possibly al-
ready created an arms race, and as Edward 
Geist, a MacArthur Nuclear Security Fellow 
at Stanford University argues, the only thing 
that can be done now is to manage it [51]. 
Significant efforts in the global community 
have sought to understand the implications 
of AI both for its use in WMD development 
and as a WMD counterbalance. The Unit-
ed Natons Interregional Crime and Justice 
Research Institute (UNICRI) has led many 
of the efforts in this area, beginning with the 
announcment of its programme on AI and 
Robotics in 2015, and the launch of the 
Centre on Artificial Intelligence and Robot-
ics in 2016 [52]. 

Additionally, UNICRI held a series of events 
from 2015 to 2016 focused on understand-
ing the interplay between AI’s emergence 
and its application to the chemical, biolog-
ical, radiological, and nuclear communty 
[53]. Finally, a recent meeting held during 
the 72nd Session of the United Nations 
General Assembly discussed the implica-
tions of AI for nuclear non-proliferatoin and 
disarmament [54].  

The potential uses of AI as, or in, a WMD 
are still very much up for debate. Even so, 
many in the scientific and even political 
communities have taken action against the 
weaponization of AI in general. More than 
20,000 prominent figures across the world 
have called for the exercise of caution when 
it comes to developing AI for non-benefical 
uses [55]. Additionally, a group of AI re-
searchers and ethicists have developed a 
list of 23 principles—mirroring the Asilomar 
Principles developed in reponse to the use 

WMD
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of recombinant DNA—intended to drive the 
responsible innovation and development of 
AI [56]. Google’s DeepMind has supported 
the development of an AI “kill switch” that 
could, as a last resort, shut down a system 
if control were lost [57]. The future of AI is 
uncertain, expecially as it applies to WMDs, 
but one thing is certain: there has been no 
lack of concern regarding what a future with 
weaponized AI could look like [58, 59].    

Conclusion 

Near- and long-term applications of AI in 
WMD development are uncertain, but the 
technology exists and improves every day. 
The uncertainty of the use of AI in WMD de-
velopment rather than the potential for what 
it could create is the greater concern in re-
gards to AI as a WMD and as a weaponized 
AI in general. Some regard AI’s military ap-
plications as potentially more transformative 

than the advent of nuclear weapons [60]. Al-
though DoD has taken measures to ensure 
that humans remain in ultimate control of 
machines, it is not known how long this may 
last. For now at least, two things are clear: 
AI research in general should proceed with 
caution, and follow the principles of respon-
sible innovation. Moreover, government and 
military officials must be prepared to face 
the certainty of AI in an uncertain future.
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