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Message from the Director

Stuart Stough 
HDIAC Director

The Homeland Defense & Security Infor-
mation Analysis Center (HDIAC) collabo-
rates with recognized experts to address 
the scientific and technical (S&T) needs 
of the Homeland Defense and Security 
(HDS) community. Through our Techni-
cal Inquiry Service, HDIAC provides up 
to four free hours of research within our 
eight focus areas: Alternative Energy, 
Biometrics, CBRN Defense, Critical In-
frastructure Protection, Cultural Studies, 
Homeland Defense and Security, Medical, 
and Weapons of Mass Destruction. This 
technical analysis supports research and 
development (R&D) efforts across indus-
try, academia, and the government.     

Over the past several months, HDIAC 
completed notable Technical Inquiries for 
the U.S. Department of Homeland Secu-
rity, the National Institute of Standards 
and Technology, Consolidated Nuclear 
Security (Y-12 National Security Com-
plex), United States Special Operations 
Command, and others. These research 
efforts addressed novel S&T and R&D 
advancements in the fields of Biometrics, 

Cultural Studies, and Weapons of Mass 
Destruction.  

Through these Technical Inquiries, HDIAC 
identified several emerging facial recog-
nition technologies capable of functioning 
in various modalities, ranges, spectrums, 
and environments. HDIAC also provided 
information regarding research efforts us-
ing social science modelling to enhance 
situational awareness in unstable regions 
where nefarious activities, such as smug-
gling and terrorism, occur. Additionally, 
HDIAC explored Department of Defense 
(DoD) requirements regarding novel pro-
tective coatings for corrosion prevention. 

Members of the HDIAC Subject Matter 
Expert (SME) Network contribute their 
expertise to Technical Inquiries, as well 
as HDIAC Journal articles, Tech Talks, 
conference presentations, and webinars. 
SMEs support the HDIAC mission by 
sharing R&D results and their skills and 
capabilities, which are used to meet DoD 
gaps and requirements. In turn, SMEs 
learn about emerging trends within the 
HDS Community of Practice through HDI-
AC products and services, and HDIAC 
provides analytical support to strengthen 
their research needs.

For example, SMEs from the Intelligence 
Advanced Research Projects Activity 
and U.S. Army Research Laboratory re-
cently provided an in-depth analysis of 
their novel research and technologies in 
the form of webinars hosted by HDIAC. 
These webinars centered on innovative 
developments in the use of active infrared 
spectroscopy for safe standoff detection 
of chemical residues and novel technolo-
gy to perform biometric face recognition at 
night-time, respectively.     

Recent HDIAC research trends include 
chemical detection at a distance, such as 
opioid detection for use by law enforce-

ment and in border protection, and biomet-
ric identification, including post-mortem 
and through-windshield iris recognition. 

If your agency’s R&D requirements align 
with at least one of our eight focus areas, 
we invite you to collaborate with HDIAC. 
Joining the HDIAC SME Network enables 
your participation in HDIAC services, in-
cluding authorship in the HDIAC Journal 
and contributions to Technical Inquires. 
You may also submit a Technical Inquiry 
to acquire preliminary information that 
may support your research needs.

Specifically, in the past quarter HDIAC  
replied to a Technical Inquiry from U.S. Air 
Force Headquarters regarding the con-
centration of an agent used for chemical/
biological decontamination. According to 
the customer, HDIAC's recommendation 
could result in cost savings, while en-
suring the safety of both personnel and 
equipment.

If your information request requires more 
than four hours of research, HDIAC offers 
additional technical services, including 
a Core Analysis Task (CAT). The HDIAC 
CAT is a pre-awarded, pre-competed con-
tract vehicle that allows work to begin in 
as little as six weeks after a statement of 
work is approved. The HDIAC CAT may 
range from 40 hours to 1 year of work, up 
to $500,000. HDIAC supports projects up 
to TS/SCI level clearance.      

If you would like to submit a  
Technical Inquiry or require  
additional information about  
the HDIAC CAT, please visit  

www.hdiac.org.
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Colin D. Bailie 
& John A. Love

Unmanned underwater vehicles (UUVs) 
have been used in marine exploration for 
several decades, prompting the develop-
ment of improved control, sensing, and au-
tomation systems [1]. These advances, in 
turn, have opened up the possibility of much 
wider uses for UUVs, including specialized 
military operations, such as subsurface sea 
mine detection and disposal. The breadth of 
potential applications for these vehicles is 
likely to grow as the technology continues to 
advance. However, these increasingly chal-
lenging tasks will also require improvements 
in the power systems used to drive a UUV 
and its onboard equipment [2].

An ideal UUV would be capable of operating 
independently on long-range and long-dura-
tion missions without recourse to an onshore 
base facility or support craft. Such a UUV 
would display low-detectability visible and 
radar signatures, and be powered by air-in-
dependent propulsion to avoid generating 
detectable acoustic noise when underway. 

Battery banks are effective sources of pow-
er for such propulsion, but without a power 
source capable of independently recharging, 
mission duration and distance are limited. 
Onboard diesel generators require too much 
space and weight, and the air intake and ex-
haust ports not only make a UUV vulnerable 
to visual detection, but also produce acoustic 
vibration during operation. 

The installation of photovoltaic solar pan-
els on top of a UUV could provide a meth-
od for air-independent recharging of battery 
banks. Because solar panels are inherently 
solid-state systems with no moving parts, 
they can generate zero acoustic noise while 
operating. Although solar panels have been 
demonstrated as a power system for UUVs 
previously (in conjunction with lithium bat-
teries) [3, 4], these panels must be surfaced 
and fully above the water line to effectively 
charge the batteries. An ideal UUV-solar ar-
ray design could power a UUV without the 
need to breach the water surface, thus main-
taining minimal visual detectability. 

Metal-halide perovskite photovoltaic solar 
cells provide differentially improved perfor-
mance at converting water-penetrating visi-

ble light into usable electric power. Covering 
the top of a UUV with perovskite solar arrays 
could (a) power a UUV almost indefinitely; 
(b) minimize space and weight requirements; 
(c) maximize mission time to recharge time; 
and (d) avoid acoustic and visual detectabil-
ity by providing power with no moving parts.

Underwater, Land, and Space

Most solar technologies have been designed 
and optimized to work either on land or in 
outer space. In space, solar cells are ex-
posed to high-energy radiation, and some 
materials have better radiation hardness 
than others. Solar radiation in outer space 
strikes solar panels at a constant spectrum 
and intensity. Within the atmosphere, solar 
cells are exposed to a wide variety of region-
al climates and variable weather. 

When exposed to the sun on land, solar cells 
generally function between 20 and 100 per-
cent of standard AM1.5G solar intensity (“full 
sunlight” in Figure 1), and the sun radiates at 
a fairly consistent spectrum (except on over-
cast days). As a result, current solar cells are 
optimized to work in a variety of climates and 
absorb full-spectrum sunlight.

Photo illustration created by HDIAC and adapted from U.S. Navy Combat Camera photo by Mass Communication Specialist 1st Class Blake Midnight. 
Available for viewing at: http://navylive.dodlive.mil/2016/12/14/modernizing-the-navys-mine-hunting-platforms/Image Credit
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Underwater design considerations are far 
different. As Figure 1 illustrates, water is a 
strong filter of both ultraviolet and infrared 
light. At just 1 m below the surface, only vis-
ible light remains; at 10 m underwater, red 
light is filtered out as well; and at a depth of 
100 m, green light is also filtered out (ab-
sorption of water is derived from Pegau, 
Gray, & Zaneveld [5]). A light-emitting diode 
(LED) shining at 1,000 lux—the high inten-
sity commonly used for product displays in 
retail stores—is also shown for reference in 
Figure 1. 

Underwater solar cells should be optimized 
for absorbing and converting visible light into 
electrical energy, and they should be opti-
mized to function at a different light intensity 
range than terrestrial- or spaced-based ar-
rays. 

The energy conversion performance of land-
based solar cells deteriorates rapidly as solar 
intensity dips below 20 percent of full sun-
light. The solar intensity between 1 m and 
100 m underwater is just 40 percent to 3 per-
cent of what it is at the surface, presenting a 
far different design criterion for underwater 
collection.

The oceans also present a different envi-
ronmental profile for solar panel operation. 
Ocean temperatures vary between room 
temperature (~77 degrees Fahrenheit) and 
freezing, depending on depth and location. 
This is a fairly narrow operating range. So-

lar panels perform better in cool tempera-
tures—one benefit of operating in the cool 
marine environment. As a result, the main 
environmental consideration for underwater 
operation is the corrosiveness of saltwater. 
This requires a specific packaging design. 

Figure 1. Progression of the underwater spectrum. Below the 1 m depth band, only visible 
light penetrates.
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Therefore, an underwater solar cell should 
be optimized for (a) visible light, (b) lower 
light intensities than on land, and (c) resis-
tance to saltwater corrosion.

Solar Power  
Conversion Efficiency

Solar cells operate with two essential com-
ponents: a light-absorbing material, and two 
electrical conductors (wires) to transfer the 
electricity out of the solar cell. A solar cell is 
defined by its power conversion efficiency 
(PCE), which can be described as the pow-
er supplied by the device (the current and 
voltage at the maximum power point, JMPP, 
VMPP, respectively) divided by the total power 
available in the incident light. 

Another way to define the PCE is as a com-
bination of the open circuit voltage (VOC), 
the short circuit current (JSC), and the fill fac-
tor (FF), which is simply a measure of the 
squareness of the JV curve, or the extent 
to which the photocurrent depends on the 
applied voltage. The secondary definition of 
PCE can be useful, as it demonstrates the 
need to increase the open circuit voltage and 

fill factor in order to boost conversion efficien-
cy and, thus, electrical power output. 

The JSC is directly related to the number 
of absorbed photons and the quantum ef-
ficiency with which they are converted to 
electricity. It is bounded by the bandgap, or 
absorption range, of the light-absorbing ma-
terial. A larger bandgap results in a narrower 
absorption range. The VOC is also related to 
the bandgap of the absorbing material, lead-
ing to a trade-off between broad absorption 
and high voltage. A larger bandgap leads to 
a higher VOC. For land-optimized light ab-
sorbers, which take advantage of the wide 
solar spectrum, the narrow spectrum of visi-
ble light underwater limits their utility. Higher 
bandgap materials which absorb only the 
visible spectrum, but give higher VOC, should 
be used underwater. 

A separate problem is the lower solar inten-
sity available underwater and the resultant 
lower FF. Wafer silicon-based light absorb-
ers are often hampered by material proper-
ties and defects that become a problem at 

low light intensity. These problems manifest 
as a reduction in both VOC and FF through 
a process called leakage current or shunt 
conductance. Leakage current can be con-
ceptualized as water spilling over the sides 
of a hydroelectric dam: when the turbines are 
running at full capacity, the leaking water is 
an inconsequential loss; but, if the turbines 
were to suddenly operate at 1 percent ca-
pacity, there would be as much water leak-
ing out as flowing through the turbines, thus 
reducing their efficiency. Thin-film solar cells 
have material and design properties that en-
able higher performance in low-light environ-
ments [6, 7].

To optimize the underwater solar cell for vis-
ible light, a larger bandgap absorbing ma-
terial should be used to maximize VOC. To 
optimize for low light intensity, a thin-film so-
lar cell should be used to minimize leakage 
current.

Metal-halide Perovskite  
Solar Cells

Metal-halide perovskite technology has been 
developing rapidly in university labs for the 
last several years, and represents a prom-
ising approach for the efficient conversion of 
visible light into electrical power [8, 9]. These 
materials adopt the perovskite crystal struc-
ture and follow the chemical formula ABX3, 
where A is a cation or mixture of cations—
most often Cs+, formamidinium, or methyl 
ammonium; B is Pb2+; and X represents a 
halide or a mixture of halides—typically Br- 

or I-. The absorption edge of these materials 
can fall between 1.55 and 2.25 eV (800–550 
nanometers [nm]), and can be tuned via 
composition, specifically by varying the Br- 
and I- content. The perovskite crystal struc-
ture is shown in Figure 2. 

AE

Figure 2. (Left) Crystal structure of a lead halide perovskite. (Right) SEM micrograph showing 
thin film device architecture. 

Figure 3. (Left) Current voltage characteristics of a lead halide solar cell. (Right) External quantum efficiency as a function of illumination wave-
length. 
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A perovskite solar cell is a thin film structure, 
with the light-absorbing perovskite material 
measuring around 500 nm thick. The entire 
structure, with electrical conductors includ-
ed, is about 1 micron wide—about 1/100th 
the width of a human hair. Researchers are 
developing perovskite solar cells for land-
based solar applications either as a stand-
alone material or paired with commercialized 
technologies such as silicon to boost their 
power output. 

These laboratory solar cells have lived up to 
performance expectations, reaching parity 
with other thin film technologies, both (a) as 
a standalone material, and (b) in its function 
as a combination of perovskite and silicon 
[10, 11]. 

Tandem PV has developed an advanced per-
ovskite solar cell and tested it in conditions 
representative of modern indoor lighting, 
using both LED and fluorescent lights. The 
spectrum of indoor lighting is not dissimilar 
to the spectrum underwater, and the intensity 
of lighting indoors is also similar to the light 
level found hundreds of meters underwater 
(see Figure 1). 

In tests of indoor lighting conditions, the per-
ovskite solar cell has demonstrated a con-
version efficiency of 25 to 30 percent when 
placed underneath a white LED at intensities 
relevant to underwater operation (see Figure 
4). This technology has a theoretical efficien-
cy limit of nearly 50 percent under a visible 
spectrum. 

An important example of the difference 
between silicon and perovskite solar cells 
can be seen in Table 1. Silicon converts full 
sunlight into electricity at about the same 
efficiency it does visible light, but its overall 
power production range falls sharply once 
only visible light is available. Perovskite so-
lar cells are far better at converting visible 
light into usable energy, producing nearly the 
same power 1 m underwater as on land. The 
power generation differences between the 
two technologies only increase as the water 
depth increases, and light intensity decreas-
es. 

Perovskites as Power  
Sources for UUVs

On a UUV, the top surface of the submers-
ible can be oriented to constantly face the 
sun. Typically, around six hours of sunlight 
are available every day for peak solar power 

production. Depending on the power require-
ments of the submersible, daylight hours can 
be used for recharging, while night hours are 
used for missions. If power requirements 
are easily met, missions can be run during 
daylight hours as well, with the solar panels 
generating power while underway. 

The expected peak power output of a per-
ovskite solar array on top of a UUV as a 
function of coverage area and water depth 
is presented in Table 2. As long as the sun 

is shining, an appreciable amount of power 
is likely to be generated by the solar panels 
even if submerged to a depth of 100 m (see 
Table 2). Further determination of operation 
duty cycle (mission time vs. recharge time) is 
pending an engineering investigation of pow-
er needs, surface area available, and water 
depth of missions and recharging depth.

Unlike other electricity generation sources 
such as diesel and fuel cells, no fuel is stored 
or consumed by solar panels, enabling indef-

Figure 4. (Left) Efficiency of Tandem PV’s perovskite solar technology as a function of light in-
tensity and color temperature of the illumination source (indicated by the color bar, in degrees 
Kelvin). For reference, the light intensity at a depth of 100 m on the lux scale would be around 
10,000 lux. (Right) Photo of a Tandem PV perovskite cell. 

Table 1. Expected solar cell parameters for generic silicon and lead halide perovskite devices 
in direct sunlight and calculated for 1 m under the surface of the ocean. 

Distance under 
ocean surface

Jsc
mA/cm2

Voc
V

FF Power per m2 

(W)
Si – Full sunlight 

(AM1.5G)
40 .60 .8 192

Si – 1 m underwater 20 .57 .8 91.2
Pero – Full sunlight 

(AM1.5G)
22 1.10 .72 194

Pero – 1 m under-
water

19 1.10 .8 167

Table 2. Expected peak power output of perovskite solar arrays depending on coverage area 
and water depth. Calculated based off Tandem PV solar cell results under simulated light. 

Distance under ocean 
surface

Perovskite 
panel, 1m2

Perovskite 
array, 10m2

Perovskite 
array, 100m2

1m 143 W 1,430 W 14,300 W

10m 69 W 690 W 6,900 W

100m 8.6 W 86 W 860 W

1,000m 1 W 10 W 100 W
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inite UUV missions without the need to return 
for refueling. Removing the need to carry fuel 
on board creates space and weight savings 
that can be used for other purposes such 
as additional sensing and communication 
equipment.

Conclusion

Metal-halide perovskite solar cells are 
uniquely well-suited to convert light into 
electrical power in a marine environment. 
Continued improvements in manufacturing 
protocols and device design will push the 
power density of this technology even high-
er. While there is limited publicly available in-
formation on UUVs and power requirements, 
one example is the solar-powered autono-

mous underwater vehicle (SAUV) from Fal-
mouth Scientific [12]; when outfitted with 1 
m2 of silicon-based solar panels, this small 
craft can operate indefinitely, but it requires 
resurfacing and recharging during daylight 
hours. 

Perovskite solar panels, on the other hand, 
may allow such a craft to operate continu-
ously without refueling, recharging, or sur-
facing. Solar technologies have additional 
advantages over traditional fuel sources as 
they require no moving parts and are air 
independent, to avoid detectable acoustic 
noise.  

Further development of perovskite solar 
cells for underwater applications should 

involve field testing of perovskite cells un-
derwater at various depths; engineering of 
packaging for the solar cells compatible with 
long-term ocean use; a study of the power 
requirements for UUVs and the anticipated 
energy generated by the solar panels during 
missions; and design of the perovskite solar 
array to conform to UUV shape, size, and 
weight requirements.
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Lightweight batteries are highly consequen-
tial to a wide range of Department of Defense 
(DoD) applications, including the use of un-
manned aerial systems (UAS), wearable de-
vices, and light combat vehicles. Additionally, 
the use of increasingly sophisticated equip-
ment has caused DoD power requirements 
on the battlefield to rise substantially in re-

cent years (see Figure 1). For example, a 
typical Army platoon in Afghanistan in 2001 
required just 2.07 kilowatts per hour to power 
their devices. That requirement now stands 
at 31.35 kilowatts per hour [1–3]. Technolo-
gies that enable the production of higher-ca-
pacity batteries at the same weight (or lower) 
will bolster warfighter mobility and readiness.

Although several high-energy materials have 
been discovered in recent years, the batter-
ies used today in everyday applications are 

made of materials mastered several decades 
ago [4]. This is due to the fact that most novel 
battery materials suffer from serious reliabil-
ity issues: namely, the large volume change 
that occurs during battery charge/discharge 
cycles [5]. 

Additional efforts have concentrated on im-
proving the electrolytes, the electrolyte-elec-
trode interface [6], and advancing the 
technologies behind Li-metal batteries and 
Li-air batteries [7]. However, none of these 

Image Credit Photo illustration created by HDIAC and adapted from U.S. Air Force photo by Staff Sgt. Armando A. Schwier-Morales (Available for viewing at: 
https://www.ramstein.af.mil/News/Article-Display/Article/726360/airmen-soldiers-survey-terrain-for-rock-proof-v/) and Adobe Stock.
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improvements are currently available for 
practical application.

New Electrode Structures for 
Next-Generation Batteries

One of the most promising routes for in-
creasing battery capacity is the geometric 
optimization of internal electrode structures. 
In conventional modern battery technology, 
electrode particles are mixed with binders 
and pressed into laminated structures. Such 
simple electrodes typically leave about 30–
50 percent of the volume unutilized due to 
limitations in the diffusive process. 

A 3D electrode, on the other hand, can permit 
the facile transport of ions via short diffusion 
path and enhanced interfacial area. Further-
more, creating a controlled porosity inside 
the 3D electrodes allows the electrolyte to 
deeply penetrate the electrode volume, lead-
ing to a very high volume utilization. This, in 
turn, is expected to eliminate unutilized elec-
trode volume and reduce battery weight. 
To date, the major hurdle in achieving this 
new concept has been the fact that current 
3D printing techniques are mostly limited to 
extrusion-based methods, which only allow 
interdigitated geometries [8], sometimes re-
ferred to as 2.5D structures (multiple stacked 
2D layers). Note that the interdigitated geom-
etries cannot endure load effectively and are 
not useful as structural materials. Therefore, 
with conventional 3D extrusion-based print-
ing technology, it is impossible to realize a 
truly 3D structure with controlled porosity 
throughout the entire electrode volume. 

In this article, we introduce a new concept in 
3D printing technology that allows the pro-
duction of battery electrodes that are light-
weight, high-capacity, and display superior 
mechanical properties. The electrodes have 
a 3D lattice architecture and a controlled hi-
erarchical porosity distribution over their en-
tire volume. The new printing method leads 
to a near-full utilization of the electrode mate-
rial. The technology will lead to a 50 percent 
(or greater) increase in specific capacity for 
batteries, effecting a proportional decrease 
in their weight. In addition, the electrodes 
can support a significant amount of load 
while storing the electrochemical energy. 
This addresses another attribute of batteries 
with potential implications for military applica-
tions: our proposed battery can be integrat-
ed into/with structural components, such as 
UAS wings. These superior properties may 
be achieved by leveraging the expertise from 

two complementary areas of advanced man-
ufacturing research and development (Car-
negie Mellon University) and battery design 
and analysis (Missouri University of Science 
and Technology).

3D Electrode Fabrication via 
Novel 3D Printing Technology

The 3D electrodes were fabricated using an 
aerosol jet-based (AJ) 3D printing method, 
which allows for the deposition of nanoparti-
cles dispersed in a solvent (i.e., the nanopar-
ticle ink) onto a substrate by creating a mist 
of particles guided by a carrier gas. The AJ 
printing system includes two atomizers (ul-
trasonic and pneumatic), a programmable 
XY motion stage, and a deposition head. 
Figure 2(A) depicts the printing process. The 
platen on which the electrode was built was 
heated to 110 degrees Celsius, which helped 
dry the mass of nanoparticles (diameter of 
about 20 μm in the present case) by remov-
ing the solvents. The next set of droplets was 
then dispensed at an offset, as shown in Fig-
ure 2(A). 

In order for these to adhere to the previously 
formed pillar, we rely on the fact that the sur-
face forces of the droplets scale as r2, while 
the inertia forces scale as r3, where r is the 
radius of the droplet. This allows for strong 
adhesion forces for the droplet as compared 
to its inertia forces (i.e., weight) at length 
scales of 100 μm or less. As a result of this 
scaling, the printed droplet adhered to the pil-

lar rather than falling off of it. The platen heat 
then removed the solvent, so that the pillar is 
ready to receive the next droplet containing 
silver nanoparticles. 

This process was continued until a full lat-
tice was formed. Figure 2(B) presents a 
schematic of the lithiation for a 5×5×5 lattice 
and a dense block of equivalent overall size. 
The charge carrying capacity of the lattice 
electrodes is significantly higher than that 
for the block electrode for the same amount 
of charging time. Figure 2(C) presents rep-
resentative scanning electron microscope 
(SEM) images of printed 3D electrodes 
showing complex lattice geometries and po-
rosities at different length scales. The printing 
produced controlled porosity at an approx-
imately 100–300 μm length scale, while a 
smaller porosity at a 1 μm length scale was 
obtained from sintering of the nanoparticles 
[9]. The percentage of smaller porosity can 
be controlled from 1 percent to 20 percent 
by varying the sintering temperature [10]. 
The hierarchical porous electrode structures 
shown in Figure 2(C) are, to the best of our 
knowledge, the first such reported. 

3D Electrode  
Battery Performance

The 3D electrode demonstrates an unprece-
dented improvement in battery performance, 
including a 400 percent increase in specific 
capacity and a 100 percent increase in areal 
capacity. It also demonstrates a high elec-

Photo illustration created by HDIAC and adapted from U.S. Air Force photo by Staff Sgt. Armando A. Schwier-Morales (Available for viewing at: 
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Figure 1. Examples of defense applications [3] where lightweight energy storage systems 
can greatly increase competitive advantage of American forces over adversaries. Images 
from [13-17].
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trode volume utilization when compared to 
a thin, solid, Ag block electrode for the Ag-Li 
battery system evaluated in this work. 

Figure 3(A) shows a 450 μm thick lattice elec-
trode fabricated by 3D printing. Figure 3(B) 
shows the comparison of the electrochemi-

cal performance of the lattice samples (chart 
lines A1 and B1) and block samples of simi-
lar overall dimensions (C1 and D1) in terms 
of specific capacity. The lattice samples have 
a significantly improved specific capacity—
up to four times that of the block samples—
and nearly the highest reported value in the 

literature for Ag (290 mAh/g) [11]. Note that 
our samples are much thicker than those 
discussed in Jung and Lee [11]. We also 
measured the areal capacity, which showed 
that the lattice sample (A1) has achieved an 
areal capacity of 5 mAh/cm2 in the first cy-
cle, which is twice that of the block sample. 

 

Figure 2. (A) Schematic of the 3D nanoparticle printing method, (B) Schematic of lattice electrode that provides channels for effective electrolyte 
transport inside its volume, and (C) Representative SEM images of the 3D porous micro-lattice electrodes.

Figure 3. (A) SEM Images of 3D printed electrodes for Li-ion batteries used for electrochemical cycling in this study. (B) Specific capacity for the 
microlattice and block Ag structure for 250 and 450 μm thickness (C) Comparison of the average specific capacity of microlattice and block struc-
ture thicknesses of 250 μm and 450 μm.
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Figure 3(C) compares the average specific 
capacity for both lattice and block electrodes. 
Despite some variation among the samples 
(which might be caused by different material 
batches), it can be confirmed that the lattice 
electrode structures significantly enhance 
the battery performance when compared to 
the block electrode structures. Further, after 
40 electrochemical cycles, the electrode lat-
tice shape was intact upon disassembly of 
the coin-cell battery during our tests, which 
implies a robust electrochemical-mechanical 
property [9]. 

The mechanical properties of the proposed 
electrode are also very promising. In order to 
examine any possibility that the porous elec-
trode structures fabricated using 3D printing 
could act as structural materials [12], we 
conducted a mechanical test. The 3D lattice 
electrodes shown in Figure 2(C) were sub-
jected to compressive loads in an Instron 
machine with an appropriate load cell, and 
simulations were carried out to capture their 
behavior. Figure 4 shows the results of the 
structure under compression and the corre-
sponding stress-strain diagrams for lattices. 

At first, the material acted as a cellular struc-
ture (similar to honeycombs), absorbing a 
large amount of deformation without failure. 
Strains in excess of 50 percent could be tol-
erated by the structure. The plateau stress 
could be increased by 400 percent by coat-
ing the electrode structures with a nanometer 
scale metallic layer. This demonstrates that 
the 3D printed battery electrodes can be 
used as structural materials. 

Scalability and Future Work

The 3D nanoparticle printing process is 
extremely rapid. For example, a droplet of 
electrode material (20 μm diameter) can be 
printed in 4–10 milliseconds. Commercially 
available aerosol jet machines allow up to 
four printheads to operate in tandem, which 
further increases printing speed. And heat-
ing the platen can quicken the evaporation 
rate, allowing the structure to form rapidly 
with optimized printing programs in commer-
cially available software (such as AutoCAD/
AutoLISP). It is possible that the printing 
could be extended to the inkjet process, ex-
isting systems of which have thousands of 
printheads working in tandem. With this rapid 
printing process, it is possible to manufacture 
electrodes in high enough quantities to serve 
DoD power requirements.

We have established that our 3D printing 
method leads to the production of lattice 
electrodes with controlled hierarchical poros-
ity present in three dimensions. Such elec-
trodes enhance electrolyte transport through 
the electrode volume, increase the available 
surface area for electrochemical reaction, 
and relieve the intercalation-induced stress. 
Combined, these advances lead to an ex-
tremely potent high-capacity battery system. 
Future work will involve building 3D-archi-
tected electrodes from various anode and 
cathode materials by considering unique 
material properties of individual materials. 
Furthermore, the developed 3D-structured 
electrode can be integrated with structural 
components. We will explore building a pro-
totype that demonstrates a hybrid structure 
(such as UAS wings) that also acts as a bat-
tery device—leading to versatile transport 
technologies that allow the structural parts to 
act as batteries themselves.

Conclusions and  
Implications for DoD

In this study, we demonstrate a 3D printing 
method that can create lattice electrode ar-
chitectures for robust Li-ion batteries with 
high capacity. The specific charge capacity 
and areal capacity of the 3D electrodes are 

shown to be several times that for compa-
rable solid block electrodes, indicating the 
effectiveness of electrolyte penetration in the 
porous structure and improved utilization of 
electrode active material during the lithiation/
de-lithiation cycles.

These improvements could have significant 
implications for DoD’s provision of mobile, 
battery-based power to the dismounted 
warfighter. Using the electrode system dis-
cussed in this article could potentially result 
in a battery weight reduction of up to 50 per-
cent (for the same energy density). The load 
of a battery pack on a warfighter in combat is 
considerable, and any weight reduction that 
doesn’t compromise functionality will provide 
significant benefits. The improved power 
characteristics of our battery design could 
also extend to small- to medium-sized UAS 
and other vehicles that could store charge 
within structural components, thus increas-
ing their operational range. The 3D printed 
lattice technology presented above may lead 
to an important battery solution for multiple 
DoD missions and needs. 
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Figure 4. 3D printed electrode acting as a structural material. (A) Results showing the stress-
strain response of the lattice electrodes under compressive load. The plateau stress reached 
about 5 MPa (stress calculated using area of a solid block of equivalent dimensions). The 
strength could be further increased by 4x by a nanolamination process in our lab. (B) Schematic 
of a drone wing having lattice batteries forming its wing.
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The Internet of Things (IoT) is a family 
of technologies enabling connectivity, 
sensing, inference, and action [1, 2] that 
is expected to comprise 30 billion de-
vices by 2020 [3]. IoT’s meteoric growth 
presents opportunities for large-scale 
data collection and actuation. However, 
this growth also amplifies vulnerabili-
ties in critical infrastructure networks 
and systems [4]. Civilian and military 
leadership remain insufficiently in-
formed of information security risks 
and threats, degrading security through 
network effects [5, 6]. This article con-
siders the vulnerability trajectory of in-
ternet-enabled IoT devices and presents 
the concept of an artificially intelligent 

Josh Siegel
Cognitive Protection System (CPS) as 
a solution capable of securing critical 
infrastructure against emerging threats. 

Challenges Posed by the  
Internet of Things

Scaling Problems

The recent proliferation of IoT devices 
and services has heightened the risk of 
unauthorized system control and data 
leakage [7]. Commensurate improve-
ments in system dependability and 
resilience have not materialized along-
side this growth [6, 8]. The defensible 
perimeters of a given system grow with 
increases in its interactivity, with a sin-
gle unprotected element constituting a 
launchpad for attacks on connected de-
vices [4, 9]. These vulnerabilities exist 

at the intersections of cyber, physical, 
and human elements—areas critical 
to the value that IoT offers, and easi-
ly probed through standard network 
interfaces [10].  For example, in 2014, 
the non-profit Open Web Application 
Security Project surveyed IoT perime-
ters at large and identified 19 IoT attack 
surfaces and 130 vulnerability types 
[8]. Modes of attack such as the use 
of rogue applications, unauthorized 
communications, improper patching, 
and poor encryption [2] mirror the chal-
lenges of information technology (IT) 
more generally, while others specifi-
cally leverage IoT’s physicality. Device 
transference in IoT systems poses new 
attack vectors [11], and actuators may 
cause physical damage [7, 9]. These 
problems are only worsened by the rap-
id design and commercial manufactur-
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ing cycle, and the presence of enduring, 
hard-coded vulnerabilities that may outlast 
the lifespan of a device’s original manufac-
turer or vendor [7, 9].

IoT attacks seek to cause information leak-
age, denial of service, or physical harm 
[2]. Exploits of IoT vulnerabilities address 
hardware, software, people, or process-
es, and their severity can be amplified by 
configuration problems or Trojan horses 
[1]. In some cases, analytics comprise an 
attack [12] and in all cases, the character-
istics of an attack evolve over time [13]. 
The financial cost of information insecurity 
is significant, with the average corporate 
data breach in 2017 costing $3.62 million 
[5], and taking a median of 200 days to 
detect in 2014 [10]. In a military context, 
system complexity is higher (e.g., Depart-
ment of Defense [DoD] “green” buildings 
have tens of thousands of potentially vul-
nerable sensors [12]), techniques are more 
sophisticated, and potential consequences 
are more severe. 

Hyperconnectivity has also eroded the 
security provided by airgaps. Remote 
management unlocks opportunities for un-
authorized users to jump across networks 
and commandeer programmable logic con-
trollers, placing infrastructure at risk due to 
weak supervisory control and data acquisi-
tion (SCADA) systems [5, 14].

The Unintended Consequences of 
Connectivity

Because the IoT provides such a large 
attack surface, it can serve as a force 
multiplier for malicious actors. Commodi-
ty devices have already disrupted critical 
infrastructure (i.e., the DynDNS distributed 
denial-of-service [DDoS] attack, in which 
“Mirai” malware exploited under-protected 
consumer webcams) [7, 15–17] and silent-
ly collected unauthorized information (via 
VPNFilter router malware) [18]. Hospitals 
and cities have been locked down by ran-
somware [18–20]. And cyberattacks are in-
creasing in frequency and complexity [10], 
posing a growing threat to mission readi-
ness [13].

Just as a personal fitness application inad-
vertently shared the locations of warfight-
ers in 2018 [7, 21] decision-makers invite 
unanticipated consequences in the interest 
of short-term goals—for example, placing 
hackable voice service microphones in 

cars or cameras at road intersections [22]. 
The same “digital breadcrumbs” that make 
IoT useful for intelligence data collection 
and analysis [23, 24] can also leak intel-
ligence-related data; one potentially com-
mon example of this is the risk of smart 
televisions serving as a conduit for inter-
cepting two-factor authentication audio [2]. 
A warfighter using a WiFi-controlled power 
outlet may leak network credentials, allow-
ing the plain-text interception of encrypted 
data. Or, multiple outlets could be cycled 
to trigger a harmonic, causing an electrical 
power substation to enter a safety shutoff 
[25]. The true cost of inexpensive com-
modity IoT devices is high, and the risks 
are difficult to anticipate. For example, IT 
personnel may not consider a scenario in 
which routers are corrupted to track the lo-
cation of a deployed unit; and thus may not 
defend against such a potentiality [26]. De-
fense contractors may not know (or forget) 
that an attacker could lower their smart 
thermostat’s temperature, causing internal 
water lines to burst in the winter. Installing 
a smart lock not only means that a key can 
be copied, but also that digital access can 
be subverted [7].

Proposed Solutions

Conventional cyber-physical security sys-
tems rarely consider other devices as po-
tential indirect entry points [6]. A critical first 
step is to be aware of all the capabilities 
of a new technology—whether or not their 
use is envisioned—and to explain them to 
those potentially impacted. In the context 
of IoT and critical infrastructure, better ed-
ucation, thoughtful design, and vigilance 
will improve outcomes [16]. The National 
Institute of Standards and Technology, the 
Center for Internet Security, and IEEE have 
all issued IoT security guidelines, while the 
Federal Trade Commission encourages 
engineered-in protection. However, these 
guidelines lack the means for effective en-
forcement [7]. The DoD suggests conduct-
ing a risk analysis and implementing IoT 
only where necessary, while ensuring that 
devices use end-to-end encryption, moni-
toring network traffic, and using equipment 
from trusted vendors with managed supply 
chains [12]. This goal is complicated by the 
fact that risk assessment is convoluted with 
the cascading effects of connectivity [13].

Although DoD guidance documents further 
suggest how to purchase, set up, use, and 
decommission devices [2], civilian IoT net-

works are capable of undermining internal 
security efforts (e.g., consumer routers 
denying service to DoD critical network 
infrastructure, or vice-versa [12]). The De-
partment of Homeland Security and the 
White House have suggested that gov-
ernment and industry must collaborate to 
ensure that security advances leave the in-
ternet open, interoperable, secure, and reli-
able, while protecting critical networks and 
computing infrastructure [18, 27]. Outside 
these frameworks, questions remain. How 
can we be trusted to get IoT security right, 
when individual users struggle to keep 
passwords safe and software patched? If 
information security education does not 
seem effective, how can practitioners mit-
igate misconfiguration risks? And, what if 
computation within durable infrastructure 
is incapable of running next-generation al-
gorithms?

These questions highlight a problem cen-
tral to IoT security: the need to confront 
resource constraints. For example, sensor 
redundancy improves data trustworthi-
ness—but only at the expense of increased 
energy, computation, and financial costs 
[11]. Context-aware systems, discussed 
below, provide one approach to imple-
menting resource-conscious, adaptive IoT 
security. 

Cognitive Protection Systems

An emerging connectivity architecture 
implements “Data Proxies” to digitally 
duplicate the physical world on remote 
endpoints, using sensor data to build 
state-space system representations. Un-
like digital twins, which typically use the 
richest-available information to mirror an 
object, Data Proxies intelligently schedule 
sensor sampling to meet application de-
mands while minimizing cost. Physical and 
statistical models rooted in control theory 
expand these sparse data. Proxies may 
therefore indirectly measure the state of 
unobservable variables, and do so using 
a fraction of the resources required for tra-
ditional twinning [28–30]. For example, in 
developing a usage-based insurance ap-
plication, the Proxy reduced mobile device 
power and bandwidth consumption by a 
factor of 20. This architecture is illustrated 
in Figure 1. 

In this architecture, devices only interact 
directly with their own digital avatar resid-
ing in the Cloud, Fog, or another uncon-
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strained computing node. Avatars then 
interact within the unconstrained comput-
ing environment, enabling a system of dig-
ital guardians using scalable computation 
to monitor and moderate interactions [17]. 

By limiting direct device communications to 
a single endpoint, the number of exposed 
channels in need of protection is reduced, 
while mirroring devices on unconstrained 
hardware creates a pathway to support 
computationally-intensive improvements. 
Another advantage of device mirrors in-
teracting with one another (rather than 
the devices themselves) is that data can 
be uploaded once and multiply used. This 
reduces redundant sampling to conserve 

resources such as battery life and network 
bandwidth [28–30].

This device-to-device airgap is similar to 
the way a young child interacts with the 
world: delegating uncertain actions through 
their guardian. With Data Proxies, one or 
more “precocious” devices communicate 
through a secure channel with a digital 
guardian possessing broader world-views, 
richer perception, and enhanced cognitive 
powers ideally suited to protecting depen-
dents. This direct-to-Cloud approach has 
a further advantage in the context of IoT: 
device replacement is simplified, as only 
a single interaction must be assumed (the 
new device assumes the old device’s mir-
ror, rather than requiring each device and 
service interaction to be separately config-
ured). This improves system flexibility and 
adaptability, creating an interoperable and 
dynamic glue layer resistant to fragmenta-
tion. 	

It is this resource-conserving, guard-
ian-mirrored architecture that forms the ba-
sis for an IoT-centric security architecture 
known as a cyber-physical system (CPS). 
CPSs address three types of targeted and 
unintentional threats: 

•  data threats, in which information 
(flow) compromises a protected system

•  control threats, wherein malicious or 
invalid commands result in a dangerous 
outcome

•  system threats, such as mechanical 
faults

Their performance requires trustworthy IoT 
hardware and proper installation, configu-
ration, and maintenance procedures. This 
is a challenge, as devices can be subvert-
ed in the supply chain, in manufacturing, 
at time of installation, and during use [12].

CPSs are built upon the Data Proxy archi-
tecture’s underlying system models, and 
the knowledge that the flow of information 
is restricted to between avatars. The in-
teraction of device mirrors using the CPS 
as an intermediate gateway is depicted in 
Figure 2. Data Proxies work in conjunction 
with known and learned rule definitions, 
artificial intelligence, and simulation, to 
enable the CPSs constituent elements of 
“Cognitive Firewalls” (CF) and “Cognitive 
Supervisors” (CS). 

Traditional firewalls monitor network traffic 
to identify possible information leakage, 
which is necessary but not sufficient to 
protect against the physical attacks pos-
sible with the IoT, such as maliciously is-
suing commands that cause equipment to 
exceed safe control limits. Part of a CPS, 
a CF is a self-learning system capable of 
evaluating commands for safety in context, 
allowing only safe commands to pass from 
the Cloud to the end device.

CFs use scalable computation, context 
information, system models, and observa-
tions to test commands before execution. 
When commands are sent to connected 
devices, they are simulated in digital envi-
ronments run within the Cloud or Fog. If the 
results are undesirable, the command is 
blocked; if the results are questionable, the 
command is sent up a hierarchical chain 
to seek authorization [28–30]. Safe com-
mands pass to the end device unaltered, 
with delay dependent upon network con-
ditions and available computational power 
(for instance, a model robotic arm within 
a factory tested and relayed or rejected 
commands within 20 milliseconds). The 
use of artificial intelligence (AI) allows the 
system’s policies to adapt to unpredictable 
attacks, acting autonomously rather than 
upon rigid rules. Applying context brings 
reasoning to the system to help address 
unexpected scenarios. For example, a CF 
might learn the safe temperature range for 
the occupants within an environment and 
reject commands that cause an HVAC sys-
tem to exceed these limits. 

One variation on the CF protects against 
localized attacks. The CF may be run par-
tially offline; for example, within a power-
ful gateway device connected to sensing 
and actuation modules within an aircraft, 
or operated within a processor’s secure 
enclave to monitor dependent virtual ma-
chines. These implementations display 
lower latency, at the cost of less-scalable 
computation, but they serve a valuable pur-
pose in responding to threats or connectiv-
ity lapses in real time. An offline CF could 
have prevented the physical effects of the 
Stuxnet worm by identifying the impact of 
malicious commands targeted at SCADA 
systems by testing commands associat-
ed with the worm’s rootkit, and blocking 
commands intended to cause catastrophic 
damage to centrifuges. 

Local CFs can also respond to mission-crit-

Figure 1. Objects and systems are mirrored 
in remote computation, where scalable re-
sources allow the CPS to simulate com-
mands and identify anomalies. 

Figure 2. Object avatars and applications 
interact with one another through the CPS. 
There are no device-to-device connec-
tions, reducing exposed communications. 
In the event the CPS has low confidence 
in a critical decision, external verification 
may be requested. 
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ical faults before sensor data arrives at a 
remote server for analytics and decision 
making. A hybrid local/remote approach 
can mirror the human body’s unconscious 
impulse response. For example, when 
touching a hot stove, the body retracts 
the arm autonomously, before the pain 
signal reaches the brainstem. Afterwards, 
the brain processes the injury and devises 
rules to avoid a repeat. 

Note that a CF can monitor states that 
are not obviously physical in nature. For 
example, a command requesting a high 
frequency temperature reading (when the 
measured environment has a long time 
constant) could be identified as a problem-
atic request. Over-sampling might result in 
poor quality data, or the saturation of on-
board computation, or the depletion of a 
device’s battery—an extreme form of a de-
nial-of-service attack. A CF could simulate 
the impact of data requests on resource 
consumption, compute the likelihood of a 
locked-up processor or a dead battery, and 
reject the request or automatically reduce 
temperature measurement to a safe rate. 

The same models behind resource-effi-
cient mirroring and the CF enable the cre-
ation of CSs, artificially intelligent systems 
capable of identifying and responding to 
anomalies directly, or notifying a human 
when things start to feel wrong [28–30]. 
CSs apply context information and rules, 
learning the relationship between system 
inputs and outputs to raise alerts when 
performance does not match expectations. 
For example, a CS could learn the relation-
ship among on-base water flow meters and 
autonomously identify a water leak or si-
phoning event. The approach also works in 
a digital context, and typical network traffic 
patterns can be learned—so that a base’s 
targeting by a DDoS attack can be detect-
ed and mitigated. 

Consider a real-world military example for 
the CPS: for over a decade, the DoD has 
increased its use of high-tech power dis-
tribution solutions to improve delivery ef-
ficiency. A remote installation might have 
its own microgrid, with programmable logic 
controllers managing diesel generators, 
transformers, or battery banks. Electronic 
infrastructure can be allowed online [31] to 
provide for remote monitoring in order for 
officers to estimate resource demands and 
schedule appropriate resupply, or else to 
disconnect non-critical circuits, prolonging 

operation when resupply is not imminent. 

Putting the grid online offers insight and 
controllability benefits, but exposes criti-
cal infrastructure to exploitation. By imple-
menting semi-local computation (an on-site 
Fog) to run a CPS, and learning context 
through physics-based models augmented 
with additional data (e.g., daily schedules, 
planned operations, number of individu-
als on-site, weather forecast), a microgrid 
could monitor itself and the CS could iden-
tify anomalies that suggest that energy is 
being consumed unexpectedly, or that a 
connected device poses a fire hazard [31]. 

The CF could possibly identify a malicious 
actor’s attempt to run the generator over-
speed to cause an equipment-damaging 
power surge or early fuel depletion. In both 
cases, the CF could reject commands that 
would otherwise interrupt attached criti-
cal services and notify personnel of the 
attempted attack. The CPS is capable of 
serving as a critical tool in enabling secure 
and efficient connectivity for DoD opera-
tions, and improving system resilience in 
the face of emerging threats to the IoT. 

Security-forward Thinking

Not all attacks are avoidable. The ability to 
recover from or regenerate performance 
after an unexpected event is important for 
securing IoT’s place in the management of 
critical infrastructure. Cyber-resilience con-
stitutes a bridge between sustaining oper-
ations of a system, while ensuring mission 
execution and retaining critical function 
throughout an attack [13].

Specifically, resilient systems must plan for, 
absorb, recover from, and adapt to known 
and unknown threats through hardening, 
diversification, adaptability, and thoughtful 
degradation. Systems can propagate con-
trol in order to minimize cascading dom-
ino effects [13]. Resilience is developed 
and engineered at the micro-, meso-, or 
macro-scale, assuring the performance of 
individual components or interfaces, ar-
chitectural or system properties, or entire 
missions, respectively [32]. 

Linkov & Kott [13] suggest the use of ac-
tive agents—both human and artificial—to 
absorb, recover, and adapt to attacks. The 
proposed CPS system discussed above, 
implemented properly, embodies this ap-
proach to self-healing systems.

The most resilient systems both prevent 
attacks and prepare for unavoidable at-
tacks. They continue operating while de-
fending themselves; constrain or minimize 
an attack’s reach; and adapt to avoid future 
occurrences [32]. The DoD has identified 
smart, self-healing systems as an area for 
future development [33]. Here, too, adap-
tive AI could be applied to detect, respond 
to, and operate in the face of an ongoing at-
tack. Using a CPS for heightened situation-
al awareness will enable rapid response 
and attack mitigation, thereby improving 
outcomes. With broader connectivity, the 
models learned at one military installation 
can be readily deployed to others, develop-
ing digital herd immunity. 

Conclusion

We have seen that pervasive connectivity 
and the expansion of the IoT pose oppor-
tunities and challenges in developing and 
sustaining the operation of critical infra-
structure. DoD has the potential to take a 
leadership position in the IoT, working to-
ward common goals of protecting, defend-
ing, and securing information infrastructure, 
digital networks, and remote actuators 
[5]. To build a safer future, education and 
awareness are critical; IoT practitioners 
must regularly conduct security surveys to 
identify all possible risks and approaches 
to remediation [2]. This includes the eas-
ily-foreseeable entry points as well as the 
evolving frontier of connectivity. 

Finally, we explored the use of AI to de-
velop a context-aware CPS making use of 
learned system models to test commands 
for safety in a simulated environment to 
execution. These same enabling technolo-
gies can build increased system resilience 
in the face of internal and external threats.  
Developers must make efforts to develop 
“smart, smart things” with embedded secu-
rity [24], long lifecycles with computational 
headroom and provisions for upgradability, 
and support products for their entire life-
cycles. 

Practitioners and users need to carefully 
consider the unintended consequences of 
using a connected system. They should 
also remain cognizant of the fact that while 
it is necessary to follow best available se-
curity practices, those, too, can be under-
mined by a complex web of interactions.
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Space Situational Awareness (SSA) is the 
predictive knowledge and characterization 
of natural and/or synthetic resident space 
objects (RSOs) and the broader operational 
environment upon which space operations 
depend [1]. Space surveillance systems con-
tribute to SSA by employing multiple sensor 
networks to detect, characterize, and track 
RSOs. Many of these resident space objects 
represent a significant threat to U.S. commu-
nication and surveillance systems, in part be-
cause an estimated majority of these objects 
remain undetected. 

As space systems use continues to increase, 
navigation and operation are likely to grow 
more difficult as additional traffic and debris 
contribute to congestion. Government orga-
nizations, non-governmental organizations, 
and private firms alike are seeking to gain 
and advance space capabilities, making 
SSA increasingly critical as space steadily 
becomes more crowded and contested. 

Overview

An RSO can be a fabricated object, such as 
a satellite, spacecraft, or debris, or a natural 
object, like an asteroid or meteoroid. There 
are currently more than 23,000 confirmed 
trackable objects present in low Earth or-
bit (LEO) and geosynchronous Earth orbit 
(GEO), according to the U.S. Space Surveil-

Chad Pyle
lance Network (part of the Joint Space Op-
erations Center, U.S. Strategic Command) 
[2]. These objects weigh an estimated total 
of 7,500 tons [3]. Most of these RSOs were 
cataloged by tracking them throughout op-
eration, or from observed fragmentation 
events. According to the Joint Space Opera-
tions Center, of those 23,000 objects, rough-
ly 4,800 are satellites, with slightly more than 
a quarter of those being operational [2]. 

With only approximately 1,700 operational 
satellites in orbit [4], the vast majority (by 
count) of RSOs orbiting our planet are types 
of debris. Based on statistical modelling and 
estimation derived from observations and 
analysis, there are more than 29,000 RSOs 
that measure greater than 10 centimeters 
(cm) in length; more than 750,000 objects 
measuring between 1 and 10 cm, and more 
than 166 million objects smaller than 1 cm 
[5]. This debris can originate from space 
missions that intentionally discard certain ob-
jects or parts during delivery and operations 
[6]. This type of RSO includes objects such 
as empty fuel/propellant tanks, separation 
and packaging equipment, payload shrouds, 
and even lens caps [6]. Other debris can be 
attributed to failure and fragmentation events 
that occur in orbit. 

Fragmentation consists of in-orbit object 
breakups—more than 200 objects have ex-
perienced a fragmentation event since the 
first recognized orbital fragmentation event 
occurred in June 1961 [6]. Spacecraft also 

typically deteriorate over time, leading to 
gradual breakup of the craft, which is re-
ferred to as “anomalous debris [6].”

In addition to debris tracking and monitoring, 
SSA also involves the detection, character-
ization, and tracking of all orbital launches 
and the subsequent tracking of their pay-
loads once in orbit. Synthetic RSOs can pose 
both intentional and unintentional threats, 
and being able to distinguish between the 
two is imperative for homeland defense [1]. 
Adversarial entities continually seek to de-
velop capabilities aimed at hampering U.S. 
space operations [1], making the ability to 
monitor and track all payloads vital to na-
tional security by assuring the Department 
of Defense’s (DoD) continued operational 
security in space. 

The sheer number of objects orbiting our 
planet is considerably large, and these ob-
jects have the potential to cause significant 
damage to spacecraft and space operations. 
According to the National Aeronautics and 
Space Administration (NASA), the Inter-
national Space Station has been forced to 
conduct 25 avoidance maneuvers in its 20 
years of operation [4]. Additionally, NASA 
reported 21 avoidance maneuvers by un-
manned spacecraft in 2017 alone [4]. These 
avoidance maneuvers can only be initiated 
for known objects, which are typically larger 
objects. No reliable capabilities currently ex-
ist for detecting objects smaller than 10 cm, 
which, according to NASA, pose the highest 

Image Credit Photo illustration created by HDIAC and adapted from a photo by  NASA's Goddard Space Flight Center/JSC (Available for viewing at: https://svs.
gsfc.nasa.gov/vis/a010000/a011200/a011229/Earth_Debris_Large.jpg) and Adobe Stock.
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penetration risk to the majority of operational 
spacecraft [4]. 

Highlighting that threat, current collision 
avoidance detection and maneuver activities 
are at present conducted only for tracked 
objects, which constitute less than 1 percent 
of all potentially mission-ending orbital debris 
threats [4]. This leaves a number of critical 
commercial and government systems at a 
high level of risk for impact or attack. This 
includes nearly all commercial communica-
tions systems, such as radio and television 
assets, as well as several mission-critical 
military and government systems including 
the Military Global Positioning System Aug-
mentation System [7] and Wide Area Aug-
mentation System (WAAS) [8]. The WAAS is 
a satellite navigation system operated by the 
Federal Aviation Administration that provides 
service to all classes of aircraft, including 
vertically-guided landing approaches, mete-
orological conditions, route navigation, and 
airport departures and arrivals [8]. 

Perhaps the most critical system at risk is 
the network of missile defense satellites 
located in GEO. One such system is the 
Space-Based Infrared System operated 
by Air Force Space Command (AFSPC), 
which is designed to “meet jointly defined 
requirements of the defense and intelligence 
communities in support of the missile ear-
ly warning, missile defense, battlespace 
awareness, and technical intelligence mis-
sion areas [9].” The Geosynchronous Space 
Situational Awareness Program satellites, 
tasked with supporting U.S. Strategic Com-
mand (USSTRATCOM) space surveillance 
operations, are also at risk from RSO im-
pacts [10]. 

RSO Detection

Detection of any object in space can be a dif-
ficult task, given the scope and nature of the 
problem. Nevertheless, space- and ground-
based optical and radar measurements have 
proven to be viable detection methods [11]. 
However, these methods are mostly limited 
to the detection of objects larger than 10 cm 
[11]. In GEO, specifically, these methods are 
exceptionally poor at detecting objects that 
are small in size or present only faint elec-
tromagnetic signals [11]. This is due to the 
inverse square law, which holds that signal 
source intensity is inversely proportional to 
the square of the distance. This means that 
by the time a radar signal has travelled to an 
object and reflected back to the detector, the 

signal intensity will be inversely proportional 
to the fourth power for the range to target. 
At GEO altitudes—approximately 22,000 
miles up—RSO detection capabilities are 
largely nonexistent [11]. In fact, above LEO 
altitudes of roughly 1,240 miles, any object 
smaller than 10 cm is essentially undetect-
able [4]. For objects around 1 millimeter in 
size, there is currently no technology capable 
of detection at any altitude [4].

While USSTRATCOM, AFSPC, and NASA 
consistently operate and update space sur-
veillance systems for RSO activity [2], the 

detection and identification capabilities of 
these systems need to keep pace with the 
increasing threat presented by the growing 
orbital landscape. According to researchers 
at the Guggenheim School of Aerospace 
Engineering at the Georgia Institute of Tech-
nology, approximately 8 percent of cataloged 
RSOs reside in GEO-like orbits [11]. Funda-
mentally, the quantities, types, sizes, and or-
bits of the vast majority of these objects are 
relatively unknown, excluding consistently 
bright and relatively stable-orbit objects [11]. 
This is in part due to their size, reflectivity, 
or high area-to-mass ratio that makes them 

Photo Illustration created by HDIAC and adapted from photos by 

Figure 1. Rough approximation of all known objects in Earth orbit 10cm or larger [25].

Figure 2. SSA Coverage for the United States. Shows coverage areas of space debris obser-
vation capabilities and large gaps in coverage area [25]. 

HDS



HDIAC Journal • Volume 5 • Issue 4 • Winter 2018/2019 • 23 www.hdiac.org

particularly susceptible to orbital perturbation 
[11]. 

To help combat this gap in SSA, in early 2018 
these Georgia Tech researchers put forth a 
novel method for identifying previously un-
detectable objects using archival fluxgate 
magnetometer data generated by the NASA 

Time History of Events and Macroscale In-
teractions during Substorms [11]. The idea is 
to measure the strength of induced magnetic 
fields generated by charged space objects as 
they pass near a magnetometer [11]. Thanks 
to the presence of charged particles in the 
atmosphere and solar wind, many RSOs 
develop a Coulomb charge [11]. Since any 

moving charged object generates an electric 
and magnetic field, it becomes possible to 
detect the object by detecting its magnetic 
field—hence the usefulness of the magne-
tometer in detecting moving, charged, RSOs. 

As reported by a research team from the Air 
Force Institute of Technology, many of the al-
gorithms currently employed to detect RSOs 
use a “matched-filter or spatial correlator on 
long-exposure data to make a detection deci-
sion at a single pixel point of a spatial image 
based on the assumption that the data follow 
a Gaussian distribution [12].” Long-exposure 
imaging in daylight conditions requires stack-
ing numerous short-exposure images in or-
der to avoid overexposure, which provides 
an opportunity to increase detection capabil-
ities [12]. Their idea involves developing an 
algorithm that drastically improves the tradi-
tional set of images by “selectively removing 
short-exposure frames of data that do not 
positively contribute to the overall signal-
to-noise ratio of the averaged image [12].” 
Cleaning the image stack in this fashion has 
the potential to extend RSO detection capa-
bilities for smaller and dimmer objects. 

Other promising avenues for increased RSO 
detection include using streak observations 
with advanced image processing techniques 
and computational abilities to increase opti-
cal detection of RSOs from a space-based 
platform [13]. Additional efforts involve using 
networked image sensors to determine an-
gular velocity associated with an object and 
identifying a direction of motion to initiate a 
search for the possibly identified object [14]. 

RSO Characterization

In addition to detecting RSOs, it is equally 
important to be able to characterize detect-
ed objects. Characterization of RSOs is what 
separates our awareness of a satellite RSO 
from space debris RSO, and it is what deter-
mines which RSOs may pose a threat. Deter-
mination of shape, size, makeup, and orbital 
dynamics are also crucial in classifying sat-
ellite types. Within the context of space arms 
control, treaties currently in force prevent the 
placement of weapons of mass destruction 
in orbit, but do very little to restrict other types 
of platforms or satellites [15]. Some national 
security analysts estimate that space could 
be weaponized by early 2020 [15], meaning 
that technology and techniques to accurate-
ly characterize and classify newly detected 
objects will need to be established now to 
maintain an appropriate level of intelligence 

Figure 3. "The GEO images are images generated from a distant oblique vantage point to 
provide a good view of the object population in the geosynchronous region (around 35,785 
km altitude) [26]." 

Figure 4. An impact that completely penetrated the antenna dish of the Hubble Space Tele-
scope [26]. 
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and security in the future. 

One novel solution put forward by research-
ers at the Air Force Office of Scientific Re-
search (AFOSR) suggests an integrated 
approach involving continuous variables 
to characterize space objects through joint 
search, detection, and classification, along 
with tracking problems previously deemed 
too computationally intense [16]. This ap-
proach to overcoming computational hurdles 
involves using artificial intelligence and ma-
chine learning techniques that follow auto-
nomic approaches [16]. 

One such technique includes the use of 
methods based on dynamic data-driven ap-
plication systems for the approximation of 
solutions to the Finite Set Statistics (FISST) 
recursion equations using randomized 
Markov chain Monte Carlo algorithms and 
Gaussian Mixture models [16]. The goal of 
this AFOSR project is to maximize charac-
teristic information regarding space objects, 
which will in turn lead to a higher level of 
SSA.

Fellow researchers at AFOSR are taking a 
different approach by studying advance-
ments in image analysis and applications 
involving 3D imaging and characterization 
[17]. The project’s objectives include the en-
hancement of the computational speed of 
Bayesian error estimations; the development 
of spectropolarimetric modeling of RSOs to 
extract dimensional and material character-
istics; the enhancement of highly turbulent 
atmospheric modeling; and the production of 
phase-masks to allow 3D imaging of RSOs 
[17]. These would provide a full characteriza-
tion of any detected RSO, allowing for object 
classification. Beyond classifying an object 
as a satellite (versus debris, etc.), it would 
also provide critical details to the intent or 
mission objective of any payload delivered 
by another nation. Using an object’s detailed 
3D image along with its material character-
istics, differentiating a surveillance satellite 
from a possible weapons platform or navi-
gation satellite is likely to become decidedly 
easier.

RSO Tracking

Tracking RSOs can be difficult due to multi-
ple sources of uncertainty, which include but 
are not limited to varied data sources, orbital 
mechanics, and object kinematics. The high 
cost and amount of resources required to 
achieve the direct, active monitoring of all 

RSOs with current technology makes it an 
impractical task. Because the bulk of RSO 
tracking is currently conducted by calculating 
orbital paths (not via direct monitoring), effec-
tive tracking of the majority of RSOs requires 
precise prediction of orbital characteristics 
and identification of alterations to orbital pa-
rameters. Improving prediction capabilities 
will allow for a higher level of safety and se-
curity for both spaceflights and satellite oper-
ations while navigating through orbit. 

Researchers at AFOSR are creating track-
ing abilities by developing advanced orbital 
prediction capabilities through the application 
of physics-based machine learning, which 
allows them to be able to account for the 
unevenly distributed and heterogeneous 
measurements of RSOs by exploiting dis-
crete orthogonal polynomials [18]. A sepa-
rate effort at AFOSR is pursuing the ability to 
dynamically calibrate sensor measurements 
for the near-real-time tracking and charac-
terization of RSOs [19]. The objective is to 
quantify the source of errors in object track-
ing results from dynamic mismodeling of 
ground-based observations, as compared to 
measurement-related inconsistencies [19]. 

There are numerous other projects under-
way at AFOSR that aim to solve the RSO 
problem. For example, one effort is deploy-
ing FISST methodology on non-Euclidean 
manifolds with the goal of detecting, tracking, 
identifying, and characterizing multiple RSOs 
simultaneously [20]. Alternatively, another 
project is developing analytical and compu-

tational tools to improve tracking via the “op-
timal planning and scheduling of disparate 
sources of information, integrating sensing 
with stochastic models, uncertainty charac-
terization and forecasting, and integration of 
sensor data with model predictions [21].”

Tracking RSOs becomes especially com-
plicated when the object possesses active 
maneuvering capabilities. Detecting and sus-
taining the continual tracking of an actively 
maneuvering object presents immense chal-

Figure 5. After in space repairs to the Hubble Space Telescope, the returned parts show many 
orbital debris impacts [26]. 

Figure 6. Window pit from orbital debris on 
STS-007. Upon examination of the impact, 
it was determined that the impacting object 
was approximately 0.01cm in diameter and 
travelling roughly 5km/s [26].
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lenges, due to the issues presented by mod-
elling orbital parameters that can continually 
change. Given the sheer number of opera-
tional satellites currently present in LEO and 
GEO (and projected rates of increase), the 
need for additional surveillance capabilities 
and systems is clear. Having the ability to 
discern operational intent of a maneuvering 
object is even more critical. This is illustrat-
ed by DoD’s desire to develop capabilities 
to rapidly detect evasive intent and behav-
ioral identification in uncertain space envi-
ronments [22]. Solicitations like the “Rapid 
Discovery of Evasive Satellite Behaviors” 
[22] point to the need for increased surveil-
lance capabilities to support SSA. However, 
as improvements in monitoring capabilities 
lead to increased data processing needs, a 
logical solution is an autonomous method for 
tracking RSOs. Researchers at the Virginia 
Polytechnic Institute and State University 

have taken the novel approach of creating 
an autonomous sensor network for tracking 
multiple maneuvering and non-maneuvering 
satellites using data from the Space Object 
Surveillance and Identification network [23]. 

Other solutions involve a significant boost 
to data processing capabilities in addition 
to increased monitoring capabilities. With 
an increase in optical data there follows the 
need for faster optical data processing. The 
use of directional statistics could provide that 
increase. By using Fisher-Bingham-Key dis-
tribution for “observation-to-track association 
of angles-only optical data [24],” researchers 
at Applied Defense Solutions have shown 
a better data association than standard ap-
proaches that are more prone to Type II er-
rors [24]. As described, this is “desirable in 
SSA scenarios when the modeled dynamics 
deviate from the true dynamics or in scenar-

ios with unknown optical measurement bias-
es [24].” 

Conclusion

Significant research and technical devel-
opment, including increased pattern rec-
ognition, real-time optical abilities, and 
computational algorithms for real-time classi-
fication, goes into the detection, tracking, and 
characterization of RSOs. These capabilities 
play a critical role in the accurate account-
ing of derelict spacecraft and space debris, 
and in the tracking of active, operational 
spacecraft that could pose a risk to nation-
al interests. As countries continue to devel-
op spacecraft designed for close-proximity 
and on-orbit servicing operations, advancing 
space situational awareness provides an im-
portant way to mitigate any potential threats. 
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In 2011, the National Academies of Scienc-
es, Engineering, and Medicine released a 
major report titled, Toward Precision Med-
icine: Building a Knowledge Network for 
Biomedical Research and a New Taxon-
omy of Disease [1]. Looking to develop a 
framework for classifying human disease 
based on molecular biology and epidemiol-
ogy, the report laid out a roadmap for what 
would become known as precision medi-
cine. The National Academies proposed 
that the U.S. government sequence the 
genomes of a million participants in order 
to begin developing ways of linking individ-
ual medical histories with broader insights 
drawn from genomic data. In 2015, the De-
partments of Defense, Health and Human 
Services, and Veterans Affairs acted upon 
this recommendation, initiating the “All of 
Us” million-genome sequencing effort.

Genomic data can aid the Department of 
Defense (DoD) and the warfighter in a mul-
titude of ways. For example, genetic test-
ing could allow military health personnel 
to precisely tailor dosages to the rate at 
which individual warfighters metabolize 
certain medications, allowing for precise 
pain management that reduces the poten-
tial for dependencies. Genomic data can 
also provide medical staff with key insights 
into mental health treatment. A 2018 study 
of the pharmacogenomics of 1,871 moder-
ately to severely depressed patients found 
that genetic testing, when combined with 
targeted prescription, led to substantial 
improvements in depression outcomes [2]. 
As both of these examples illustrate, ge-
nomic data has the potential to significantly 
improve warfighter medical treatments and 
health across a range of medical needs.

Since the start of the All of Us project, hun-
dreds of thousands of human genomes 
have been fully sequenced. Since the start 
of the All of Us project, hundreds of thou-
sands of human genomes have been fully 
sequenced. In January 2017, Illumina—the 
largest sequencing firm—reported that 
500,000 human genomes have been se-
quenced worldwide, up from just 65,000 
two years before [3, 4]. Other groups, in-
cluding the Eli & Edyth Broad Institute of 
the Massachusetts Institute of Technology 

and Harvard, and BGI (formerly the Beijing 
Genomics Institute), are also engaged in 
large-scale sequencing [5–7]. However, 
reductions in sequencing costs have pre-
sented new challenges related to high-vol-
ume data storage, distribution, and analysis 
[8]. Conservative estimates predict that 1 
zettabyte of genomic sequencing data will 
be generated annually by 2025, requiring 
future data storage capabilities on the ex-
abyte scale [8]. 

This volume of data may soon overload the 
ability of conventional on-site storage to 
hold and process genomic data. Because 
of this, a large amount of the current and 
future stored and processed genomic data 
is being handled by cloud service provid-
ers [9]. Genomic data at all levels of pro-
cessing are potentially sensitive—capable 
of revealing characteristics of an individ-
ual’s identity, including information about 
sex, disease risk factors, race, and ethnic 
background. Tools and methods for im-
proving the protection of genomic data are 
an important consideration for DoD and a 
requirement for secure operations. 

Key Considerations

DoD is the first and most critical layer of 
homeland defense and security. As such, 
DoD must protect its warfighters and their 
associated data, as this work is directly re-
lated to national security. Therefore, DoD 
should be on the cutting edge of cyberse-
curity research and innovation, ensuring 
the protection of all systems on which war-
fighter data is transferred and located. 

One major issue with securing genomic 
data is that its underlying digital infrastruc-
ture was built in an academic and generally 
open-access environment. This means that 
many of the standard protocols, software, 
and best practices need to account for risk 
and misuse. Protecting genomic data re-
quires attention to several key issues:

(a)  Securing the equipment: Including 
the sequencers, validation equipment, 
storage devices, etc.

(b)  Assuming that all data providing ge-
nomic information (no matter how frag-
mented) contains information that can be 
used to target individuals.

Image Credit Photo Illustration created by HDIAC and adapted from Adobe Stock
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(c)  Maintaining data integrity over the life-cy-
cle of the data—from creation, processing, 
analysis, and long-term storage.

(d)  Assuming that software pipelines (which 
may contain a couple or dozens of individu-
al programs) have not had a formal security 
audit, and that commercial solution packag-
es use open source software.

(e)  Understanding that data created or pro-
cessed for other purposes (e.g., previous 
medical treatment) may have been handled 
on cloud servers (including foreign servers).

(f)  Appreciating the dual-nature of precision 
treatment. (Precision treatment is a way 
of targeting interventions to an individual’s 
personal biochemistry, but this level of data 
should be protected to avoid data misuse.)

Any full-scale application of genomics in a se-
curity setting requires attention to these six is-
sues. There is a clear need to protect genomic 
data through robust systems and measures. 
The rapid development of genomic data tech-
nology and the lack of full-scale security as-
sessment in genomics has meant that many 
systems that handle critically important data 
possess under-studied risks. Furthermore, 
the piecemeal auditing of systemic parts may 
lead to gaps in security or reduced capabilities. 
Modeling and simulating the ways in which ge-
nomic data are stored, accessed, and retrieved 
for analysis is a useful method for testing ge-
nomic data systems. 

Modeling and Assessment  
of Genomic Data

One approach to modeling and assessment is 
to develop a full-scale realistic model, some-
times called “genomics-in-a-box.” These mod-
els combine a realistic data source (i.e., human 
genomic analysis run through an analogous 
sequencing source), realistic throughput (hun-
dreds to thousands of individuals at a time), 
and use of the same software and hardware 
components employed by genomic data sys-
tems. Human operators can function in the loop 
during these assessments, making decisions 
based on realistic scenarios. Researchers at 
Sandia National Laboratories have termed this 
modeling strategy Emulytics™. 

Emulytics™ comes from the combination of 
“emulative network computing” and “analytics.” 
Emulytics™ provides the capability to combine 
real, emulated, and simulated devices into a 
single system-level experiment to answer a va-

riety of cyber-related questions. Using Emulyt-
ics™, one can employ mechanisms to rapidly 
specify and deploy complex networked infor-
mation systems of routers, switches, hosts, 
services, and applications, and integrate sys-
tems that can be configured and used for con-
trolled experimentation as well as interactive 
exploration of system behavior [10].

The Emulytics™ testing approach has sev-
eral notable features. First, it allows thorough 
red-teaming without the risk of damage to the 
primary systems. Second, Emulytics™ allows 
probing of software and hardware components 
as well as their interfaces (i.e., the critical and 
often fragile points where various components 
must interact). The Emulytics™ testing ap-
proach also provides for the assessment and 
wargaming of data exfiltration and manipula-
tion. This process allows red-teams to “think 
like the enemy” and determine where the risks 
lay in infrastructure. The real challenge in this 
analysis is scaling to the immense amount of 
genomic data.

Emulytics™ and  
Genomic Testing

One application of Emulytics™ in genomic se-
curity is through the modeling and assessment 
of large-scale genomic systems. These sys-
tems frequently require large suites of software 
and the interaction of multiple hardware com-
ponents, handling terabytes of data per day. 
Incremental assessment may give a sense 
of which software are vulnerable, but not how 
these vulnerabilities affect the larger system. 

Data Production and  
Hardware Modeling 

A central aspect of Emulytics™ is data pro-
duction and transfer. There are two main 
strategies for this production: (a) generation 
of realistic random data, and (b) the cloning of 

real data. There are a variety of methods for 
randomly generating realistic genomic data. 
Most of these rely on the random production 
of non-proprietary data formats (e.g., FASTQ, 
FASTA, SAM, VCF). The production of this 
data typically takes an initial data source (e.g., 
the reference human genome) and splits and 
randomizes the data, rearranging it into the 
desired format. The second approach involves 
mirroring traffic between hardware and soft-
ware. This requires direct access to the raw 
data. This may be harder to collect in many 
instances, but has the distinct advantage of di-
rectly modeling the raw data producing equip-
ment (e.g., an Illumina sequencer).

Software Library

A secondary aspect of designing and applying 
security tests, experiments, and audits is hav-
ing a library of genomic software. There are no 
canonical genomic software workflows. Typi-
cally, workflows are built based on install suit-
ability, experience with the software, available 
technical support, speed, performance, and ac-
curacy. There are regularly hundreds of distinct 
software options strung across each of dozens 
of steps. Determining the risks posed by a par-
ticular software choice oftentimes means hav-
ing not only the software, but also the version 
in place. Emulytics™ allows efficient pipeline 
creation, which can then allow plug-and-play 
pull and switch for different software alterna-
tives. This is primarily done because there is 
an existing genomic software library.

External Resources 

Oftentimes external resources are included 
in various aspects of a genomics pipeline. 
From the systems perspective, a cloud server 
is simply a storage and processing resource 
that communicates across particular protocols 
and limits certain aspects of resource function. 
Emulytics™ allows quick creation of external 

M

Figure 1. What is EmulyticsTM? Courtesy of Sandia National Laboratories. 



HDIAC Journal • Volume 5 • Issue 4 • Winter 2018/2019 • 29 www.hdiac.org

resources. These can be partitioned to investi-
gate different security scenarios. For instance, 
many of the reference genomes are stored on 
FTP servers, without encryption. This may cre-
ate security problems that can be investigated 
during assessment. Analysts can also, for ex-
ample, investigate the security vs. performance 
trade-offs that occur when offboarding funda-
mental operations to cloud service providers.

Vulnerability Replay

One means of experimental assessment of 
vulnerabilities is to follow a hypothesis-guided 
approach. This is the model that Emulytics™ 
employs. To determine the impact of a known 
vulnerability, it is important to know what can be 
held constant, and which vulnerabilities change 
under evolving conditions. There are issues of 
scale that create new vulnerabilities, usually 
owing to automation and decreased visibility. 
There are also vulnerabilities that may affect 
entire classes of operations—for example, a 
flawed data format that can be identified from 
testing and assessing a variety of software op-

tions. Directing testable security hypotheses 
requires an ability to make assumptions about 
which part of the system can be held constant 
and to create and test alternative scenarios by 
varying other parts of the system. 

Conclusion

The DoD can utilize genomic testing for per-
sonalized health management, particularly for 
military forces. For example, there is great po-
tential in using genomic data to manage pain 
and mental health. However, keeping access 
to genomic data secure and safe requires 
DoD-led research and development. 

Protocols, processes, and security plans must 
be established in order to provide access to ge-
nomic data by authorized parties and limiting 
access only to those individuals. Emulytics™ 
is one methodology that can be leveraged to 
expand genomic security research and devel-
opment by understanding where the vulnerabil-
ities are at different levels of scale, and building 
solutions and mitigation plans to address them. 

The overall goal for genomic security is for war-
fighters to keep their data secure but acces-
sible to those who are assisting the mission. 
Cybersecurity experimentation through Emu-
lytics™ could help to continuously move us in 
that direction. 
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Wireless physiological sensing in tactical 
environments has the potential to great-
ly enhance health outcomes in combat 
casualty care. Not only does it provide 
actionable data for field care; it can also 
supply personal health metrics and en-
vironmental data for use in downrange 
care, medical research, and strategic 
planning [1]. 

Such wireless sensing systems can also 
be used to detect warfighter fatigue, 
“thermal work strain [2],” chemical or bi-
ological exposure [3], and dynamic phys-
ical information that could be useful to a 
team operating in the field (e.g., activity 
classification, gesture monitoring) [4]. 
More broadly, wearable physiological 
status monitoring (PSM) devices repre-
sent a new class of military technologies 
that has the potential to improve readi-
ness and “support decisions and actions 
in response to operating in a threat envi-
ronment [5, 6].” 

To meet this potential, such systems 
should (a) operate in real t ime, (b) 
function wirelessly, (c) be capable of 
multi-modal sensing, and (d) be compat-
ible with existing situational awareness 
systems like Nett Warrior.

The development of wireless PSM tech-
nologies for tactical combat casualty 
care (TCCC) and warfighter readiness 
has involved the adaptation of commer-
cial wearables [3, 1] as well as the pur-
suit of new research into novel material 
architectures and sensor technologies. 
The former includes commercial off-the-
shelf devices like smartwatches, activity/
fitness trackers, and augmented reality 
headsets (including “smart glasses”). 
While these devices are readily available 
and offer plug-and-play functionality, they 
have limited sensing modalities and sat-
isfy only a few of the requirements for 
tactical PSMs. Instead, progress in this 
space depends on achieving fundamen-
tal research and development (R&D) ad-
vancements in wearables technology.  As 
described below, these efforts fall within 
the following categories: (a) novel biolog-
ical and chemical sensors, (b) material 

architectures for stretchable, skin-mount-
able circuitry, and (c) methods for the 
integration of microelectronics for sens-
ing, signal processing, and wireless data 
transmission.  

Biological and Chemical Sensors

In  recent  years,  researchers have 
achieved remarkable progress develop-
ing sensors that use lab-on-a-chip mi-
crofluidics, genetic engineering, and/or 
synthetic biology to detect biomarkers, 
toxins, and other biological or chemical 
analytes. These sensors typically mea-
sure analytes via electrochemical or 
optical/visual cues based on photonics 
or fluorescence [7]. The sweat-sensing 
patch discussed in Rose et al. [8] is illus-
trative of the state of advanced wearable 
biosensing technology. 

The patch is a bandage-like electronic 
sticker that contains functionalized elec-
trodes for measuring Na+ concentrations 
in sweat; a microfluicid paper pad for 
fluid and vapor transport; and radio-fre-
quency identification (RFID) circuitry 
for the near field communication (NFC) 

Image Credit Photo illustration created by HDIAC and adapted from a photo by CMU Morphing Matter Lab (PI:  Lining Yao), CMU Soft Machines Lab (PI: Carmel 
Majidi), a U.S. Army photo (Available for viewing at: https://asc.army.mil/web/news-female-specific-body-armor-earns-high-praise/), and Adobe Stock.
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of sensor readings to a nearby smart-
phone. Although this particular model 
only measures concentrations of sodi-
um, its electrodes could be functionalized 
with an ion-selective polymer ionophore 
membrane to measure K+, Cl–, Mg2+, and 
other ions that can be used to establish 
baseline physiological states and moni-
tor changes in the balance of electrolytes 
within sweat. Such multiplexed perspira-
tion analysis was subsequently demon-
strated in a multi-electrode patch capable 
of measuring glucose and lactate con-
centrations (see Figure 1A) [9]. In lieu of 
RFID-based communications, the patch 
interfaces with a smartphone via Blue-
tooth radio transceiver. While this allows 
for higher bandwidths in data transmis-
sion, it does require an on-board battery 
and electronics for power regulation. In 
both implementations, wearable electron-
ic functionality is accomplished using a 
flexible printed circuit board (fPCB). Al-
though not stretchable, fPCBs display 
adequate compliance for conformable 
contact with select parts of the body, in-
cluding the wrist, forehead, or chest. 

Another example of advanced biosens-
ing is the hybrid sensor shown in Figure 
1B, which combines electrophysiologi-
cal and chemical biosensing modalities 
[10]. This sensor is composed of a thin, 
flexible polyester sheet connected to a 
Bluetooth transceiver, a printed circuit 
board for signal processing, and a se-
ries of screen-printed electrodes capable 
of both sweat lactate sensing and elec-
trocardiography (ECG). Because of its 
mechanical compliance, the sensor can 
conform to the body, and is capable of si-
multaneously monitoring cardiac activity 
(e.g., heart rate) and lactate levels during 
perspiration. As with the other implemen-
tations discussed above, the sensors re-
ported by Imani et al. [10] are flexible but 
not stretchable.

In general, mechanical flexibility is es-
sential for ensuring close contact and 
acquiring accurate physiological status 
measurements. For some applications, 
however, flexibility is not enough—the 
sensor should also be stretchable and 
able to support high elastic strains. This 
allows the sensor to be placed on joints 
or rounded (i.e., non-developable) parts 
of the body without running the risk of 
impairing natural motion or delaminating. 
Stretchable functionality in a biosensor 

would also enable its incorporation into 
stretchable fabrics that can be pulled 
over the skin. 

Therefore, R&D efforts in wearable PSM 
technology are increasingly focused on 
ways to combine biosensors with skin-
like electronics that are soft and elastic, 
as well as thin and flexible. 

Epidermal Electronics

One approach for achieving stretchable 
functionality is to create wearable cir-
cuits using wavy or serpentine wiring. 
This so-called deterministic approach to 
stretchable circuits is commonly used in 
epidermal electronics like the multi-mod-
al wireless sensor shown in Figure 2A 
[11]. Such a circuit measures a variety 
of biosignals, including ECG, tempera-
ture, and strain, and transmits its data 
via NFC. As with the sweat sensing patch 
reported in Rose et al. [8], this circuit 
does not require an on-board battery, in-
stead harvesting power through electro-
magnetic induction. Such multi-modal 
sensing allows for a wide range of PSM 
functionalities, such as tracking muscle 
contractions, cardiac monitoring, and 
electroencephalography for monitoring 
alpha wave oscillations associated with 
neural activity. 

The serpentine shape of the traces al-
lows the circuit to stretch or wrinkle while 
preserving the natural mechanics of the 
skin. Such patterning is accomplished us-
ing lithographic techniques that combine 
conventional clean-room microfabrication 
tools with unconventional materials and 
novel processing steps.

More recent efforts in epidermal elec-
tronics have focused on techniques that 

eliminate clean-room lithography in order 
to enable rapid, inexpensive fabrication. 
The human-computer interaction R&D 
community has adopted the popular ap-
proach of printing conductive inks on 
transferrable “temporary tattoo” film us-
ing standard commercial inkjet printers. 
Examples of this approach include the 
Skintillates and SkinMarks architectures 
reported in Lo et al. [12] and Weigel et 
al. [13], respectively. While these circuits 
are ultra-thin and allow for very close 
contact with the body, the circuit traces 
have limited conductivity and stretchabil-
ity, and are less reliable than wiring for 
digital electronics.  

Recently, our research group, the Soft 
Machines Lab at Carnegie Mellon Univer-
sity, partnered with the Soft and Printed 
Microelectronics Laboratory at the Uni-
versity of Coimbra (Portugal) to develop 
methods for the rapid and inexpensive 
fabrication of epidermal electronics that 
overcome some of the limitations of prior 
techniques [14]. In this materials archi-
tecture, the circuit is composed of thin 
films of liquid metal (LM) alloy coated on 
silver-based conductive ink traces printed 
on a temporary tattoo transfer film. The 
LM alloy is a non-toxic blend of gallium 
and indium, fully sealed by the tattoo film 
and thin coating of silicone elastomer. As 
shown in Figure 2B, the circuit adheres 
to skin and can be populated with micro-
electronic components. 

The LM coating has two functional roles. 
First, it binds to the conductive ink and 
prevents the traces from cracking when 
stretched. Second, it acts as a room-tem-
perature solder for connecting the pins of 
the surface-mounted microelectronics to 
the terminals of the thin-film circuit. This 
novel approach to epidermal electronics 

Photo Illustration created by HDIAC and adapted from 

Figure 1. (A) Multi-electrode sweat-sensing patch for more complete perspiration analysis 
[9]. (B) Flexible biosensor capable of ECG and sweat sensing [10]. 

M



HDIAC Journal • Volume 5 • Issue 4 • Winter 2018/2019 • 33 www.hdiac.org

allows for the seamless integration of 
integrated-circuit microchips and other 
packaged microelectronics that could be 
used for sensing, signal processing, pow-
er regulation, and data transmission. 
As the materials and fabrication meth-
ods for stretchable circuits and epider-
mal electronics grow more sophisticated, 
R&D efforts must pursue techniques to 
integrate these circuits with rigid mi-
croelectronics for signal processing, 
wireless communication, and power reg-
ulation. 

Robust electrical and mechanical inter-
facing between soft, thin-film circuits and 
rigid, packaged electronics is challenging 
because stress concentrations and the 
potential for material failure are greatest 

near regions where there is a mechanical 
impedance mismatch. Overcoming this 
challenge is essential for creating soft, 
sticker-like wireless PSM technologies 
that maintain digital circuit functionality 
under bending, stretching, contact pres-
sure, abrasion/rubbing, impact, and other 
conditions that can arise during TCCC.

Microelectronics Integration

Materials architectures and manufactur-
ing methods for integrating biosensors, 
thin-film stretchable circuits, and pack-
aged microelectronics stand as an open 
challenge for the next generation of wear-
able PSM devices. The complete integra-
tion of functional components for wireless 
biosensors that adhere to the skin (and 

operate outside of laboratory conditions) 
has already met with some success. 
One example is the Bluetooth-enabled 
PSM system presented in Figure 3A [15]. 
Here, serpentine copper wiring and an 
fPCB are used to create a photonic pulse 
oximetery circuit that conforms to the tip 
of a finger. The circuit is able to measure 
the heart rate and blood oxygenation lev-
el of a human subject pedaling on a sta-
tionary bike. 

The circuit  is produced using a la-
ser-based rapid prototyping approach 
in which copper film is patterned with a 
355 nm Nd:YAG UV laser micromachin-
ing (UVLM) system, and then transferred 
to a medical-grade adhesive using a se-
lective bonding technique. The circuit is 
then sealed with a z-axis tape that is con-
ductive through its thickness and allows 
for via connections between the circuit 
terminals and surface-mounted electron-
ics. The latter includes a pulseox chip 
and fPCB with components for battery 
power and Bluetooth. More recently, a 
z-axis conductor has been incorporated 
into a soft and wearable pulseox circuit in 
which the serpentine copper traces were 
replaced with gallium-based LM wiring 
that was also patterned using UVLM [15].

The integration of a wearable sensor and 
body-mounted electronics is also pre-
sented in Mishra et al. [16], which com-
bines flexible and textile-based sensors 
for vapor-phase detection of organo-
phosphorus agents. In this implementa-
tion, the biosensing circuit is connected 
to a portable potentiostat attached to 
the back of the hand (Figure 3B). The 
potentiostat performs electrochemical 
characterization and wirelessly transmits 
the readings to a smartphone. Whereas 
the integrated system reported by Bartlett 
et al. [17] functions like a data skin or 
electronic sticker, the device in Mishra et 
al. [16] is described as a “lab-on-a-glove” 
that combines wireless electronics and 
wearable biosensing with electrochemi-
cal analysis.

Conclusions

Compared to the ruggedized portable 
medical devices currently used in TCCC 
applications, the wireless PSM sticker 
technologies presented above are in a 
nascent stage of development. Never-
theless, recent years have witnessed 

Figure 2. (A) Epidermal electronic circuit for multi-modal physiological sensing [11]. (B) 
Electronic tattoo with LM-coated conductive ink circuitry [14].

Figure 3. (A) Skin-mounted wireless circuit for pulse oximetry [16]. (B) Flexible glove biosen-
sor with a portable potentiostat mounted to the back of the hand [17].
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promising advancements in the merging 
of soft materials engineering with micro-
fabrication and microelectronics. This 
has enabled the creation of integrated, 
wireless, and skin-adhesive biosens-
ing PSM technologies. Further progress 
may require more robust methods for 
interfacing stretchable circuitry with rig-
id microelectronic components. Another 
challenge for next-generation wearables 
is the provision of electrical power. 

This is especially true in prolonged field 
care scenarios, in which a sensor must 
remain operational for up to 72 hours. 
One promising approach is to use alter-
native energy sources, like the biofuel 
cell introduced in Garcia et al. [18] to 

power a sensor for sweat lactate mon-
itoring. Innovations like these represent 
an exciting step toward next-generation 
PSM technologies capable of supporting 
prolonged operation with limited mainte-
nance or user intervention.  

As the material architectures for wire-
less PSM stickers mature, future efforts 
should seek to improve the algorithms 
that translate biosensor readings into 
actionable data. Such algorithms must 
account for variations in sensor place-
ment on the body, physical activity, and 
individual physiology. Compared to con-
ventional medical equipment, wireless 
electronic stickers enabled with continu-
ous real-time monitoring introduce chal-

lenges related to perspiration, changes 
in physical activity and environment, and 
motion artifacts. 

Addressing these challenges will require 
extensive clinical and field studies in or-
der to source data, perform expert-super-
vised classification, and create training 
sets that can be incorporated into learn-
ing-based algorithms for diagnostics 
and decision-making. Integrating PSM 
technologies into TCCC practice may 
also require the eventual replacement 
of civilian wireless standards and data 
management tools with Department of 
Defense-approved systems.
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Spinal cord injuries (SCI) occur frequently in 
combat. One study, completed in 2015, indi-
cated that the incidence of combat spinal trau-
ma during the conflicts in Iraq and Afghanistan 
may range from 7.4 percent to 12 percent of 
all warfighter injuries [1, 2]. In both military and 
civilian-related cases of SCI, most patients do 
not end up with a completely transected spi-
nal cord. However, more than 50 percent of 
these patients completely lose muscle control 
and sensation below the injury level [3, 1]. This 
suggests that spared connections in incom-
pletely transected spinal cords are functionally 
dormant. 

As we researched strategies to turn on these 
spared circuits, we discovered that enhanc-
ing functions of the potassium chloride (K+/
Cl-) co-transporter 2 (KCC2) protein—by 
either pharmacological or gene therapy ap-
proaches—is able to activate intraspinal relay 

pathways and lead to functional recovery in a 
mouse model of SCI [1]. These findings sug-
gest a new strategy for improving recovery af-
ter SCI in humans. 

Challenges

Functional deficits associated with SCI result 
from damaged anatomical connections and 
failed information exchange between the brain 
and the portion of the spinal cord below the le-
sion [4]. Therefore, a large focus of research 
and development in the field has been to devel-
op strategies that promote nerve regeneration 
to rebuild the lost connections [5, 6]. 

However, it is known that in many patients with 
full functional deficits, not all connections are 
severed—raising the question of why such 
spared connections are non-functional. Inter-
estingly, clinical studies have shown that when 
combined with rehabilitative training, electrical 
spinal stimulation applied to the spinal cord can 
result in a certain degree of voluntary functional 
recovery in chronically-paralyzed patients, like-
ly by activating the dormant spared connec-

tions [7, 8]. However, once the stimulation is 
removed, the recovered function immediately 
disappeared. Thus, it is crucial to understand 
why the spared spinal circuitry is dysfunction-
al after a spinal cord injury and how it can be 
more persistently reactivated. 

Non-biased Screening for  
Function-Enhancing Small  

Molecule Compounds 

SCI triggers numerous alterations in the neuro-
nal circuits in and out of the spinal cord. In light 
of the success of electrical stimulation, we rea-
soned that altering neuronal excitability might 
be a way to activate the dormant connections. 
Thus, we conducted a small-scale compounds 
screening in staggered lesioned mice with two 
hemisections at thoracic level T10 and, contra-
laterally, at T7. This model spares axons cross-
ing the midline between T7 and T10, but still 
results in hindlimb paralysis [9, 10]. Among all 
compounds tested, we found that treatment of 
CLP290, a KCC2 agonist [11], for 6–8 weeks 
best restored weight-bearing stepping ability 
in paralyzed mice (see Figure 1). Such treat-

Image Credit Photo illustration created by HDIAC and adapted from Adobe Stock photos.
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ment failed to improve functions in mice with 
total transection at T8, suggesting that it likely 
targets the dormant intraspinal relay pathways. 

KCC2-based Gene Therapy  
Promotes Functional Recovery

Previous studies conducted by other research 
groups have observed KCC2 down-regulation 
in injured spinal cords [12, 13], but KCC2’s rel-
evance to functional deficits and recovery has 
not been formally tested. To fill this gap, we 
used viral vector-based strategies to over-ex-
press KCC2 in different groups of neurons and 
assessed the functional outcomes. We found 
that non-selective expression of KCC2 in all 
neurons of the brain and spinal cord mimics 
the effects of CLP290. 

Strikingly, selective expression of KCC2 in 
inhibitory interneurons between and around 
the staggered spinal lesions was sufficient to 
achieve improved functional recovery in injured 
mice with double hemisection at T7 and T10. 
These data suggest that the downregulation 
of KCC2 in inhibitory interneurons, which are 
part of the spared intraspinal relays, renders 
the circuit dysfunctional and prevents func-
tional recovery in incomplete SCI. Consistent 
with these results, our mechanistic studies 
further showed that KCC2-related treatments 
transformed the injured spinal circuit from a 

mal-functional to a functional state, which in 
turn facilitated the transmission of brain-de-
rived signals to the lumbar spinal cord below 
the lesion. 

Conclusions

Our results indicate that injury-induced KCC2 
down-regulation is a critical mechanism that 
contributes to the dysfunction of spared neuro-
nal connections after SCI. Importantly, restor-
ing KCC2 function could reinstate the ability of 
spared neuronal connections to participate in 
the spinal relays involved in hindlimb function. 

Because KCC2 agonists could be adminis-
tered systematically without detectable side 
effects [4, 11], this approach may have direct 
implications in clinical treatments of SCI. Fur-
ther development of this approach may ac-

celerate the rate at which injured warfighters 
recover from the debilitating effects of SCI. 

Towards this goal, further studies should as-
sess the functional outcomes of such manip-
ulations in other injury models and seek to 
optimize a therapeutic regimen for possible 
clinical studies. As electrical stimulation may 
modulate neuronal excitability, it would be 
informative to assess (a) whether shared or 
distinct mechanisms underlie the action of 
electrical stimulation and KCC2 manipulations, 
and (b) whether these methods could be used 
in combination to further enhance the extents 
and/or duration of functional recovery after 
SCI. Finally, major advances have been made 
elsewhere in developing strategies to promote 
axon regeneration, which could be combined 
with KCC2-mediated modulations to maximize 
functional restoration after SCI. 

Figure 1. Color-coded stick view decomposition of mouse hindlimb movements during 
walking (uninjured), dragging (injured) and stepping (compound treated injured group) [4].
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The exposure of military personnel to blast 
trauma—such as that from improvised ex-
plosive devices—can lead to ear injury and 
hearing deficits like sensorineural hearing loss 
(SNHL) and tinnitus [1]. A study conducted in 
2003 found that 69 percent of returning war-
fighters demonstrated some level of noise-in-
duced hearing loss (NIHL), with a majority 
suffering from either SNHL (29 percent) or tinni-
tus (30 percent) [2]. Furthermore, a 2007 study 
concluded that 58 percent of military personnel 
who suffered blast-related injuries also present-
ed some type of hearing loss, with SNHL affect-
ing 47 percent of those subjects [3]. 

Besides affecting a warfighter’s ability to func-
tion, SNHL produces long-term disabilities that 
require long-term management and treatment. 
Hearing loss (due to all causes) affects over 
30 million Americans [4]. Currently, further 
research is necessary to define the optimum 
acute management and to increase the num-

ber of treatments available for hearing deficits 
that may occur as a result of conditions on the 
battlefield [5]. While hearing aids can help to 
some degree, they are expensive, can be un-
comfortable, and do not improve speech clarity. 
Patients with SNHL have reduced quality of life 
[6], often because it causes debilitating tinni-
tus. Therefore, it is imperative to understand 
the mechanism of injury and to develop ther-
apies based on a molecular understanding of 
the changes that happen as a result of blast or 
noise trauma.

A direct means of assessing both inner ear 
morphology and function is critical for develop-
ing treatments for extremely common, yet cur-
rently untreatable, battlefield injuries such as 
blast- and noise-induced sensorineural hear-
ing loss. We are focused on developing optical 
coherence tomography (OCT) for diagnosing 
inner ear disease. Using this technique, we 
show that osmotic disruption of the ear is visi-
ble with OCT imaging and the damage can be 
partially prevented by reversing the imbalance. 
We find OCT to be an invaluable research tool 
to understand and develop treatments for blast 
trauma to the inner ear in animal models. It can 

also potentially be further developed to help di-
agnose and treat human hearing loss.

Optical Coherence Tomography 
for Live Cochlea Visualization

Our ability to design better interventions for pa-
tients is frustrated by the inability to visualize 
the pathologic tissue damage responsible for 
the problem within the inner ear. It follows that 
an optical technique that allows non-invasive 
visualization of cochlear structures is neces-
sary. OCT is a non-invasive method of visu-
alizing soft-tissue structures on a microscale 
that is conceptually similar to ultrasound, but 
uses light rather than ultrasonic waves. OCT 
is a real-time imaging modality that produces 
high-resolution 3D images [7, 8]. By directing 
a light beam onto tissue and measuring back-
scattered light as a function of depth, OCT pro-
vides non-invasive subsurface imaging with 
no contact needed between the probe and 
tissue. OCT is FDA-approved for clinical use 
in imaging the eye and the coronary arteries. 
The inner ear is another obvious use for this 
optical imaging technique because the volume 
of tissue responsible for hearing loss and bal-

Image Credit
Photo illustration created by HDIAC and adapted from U.S. Marines photo by Cpl. Gabino Perez (Available for viewing at: https://www.marines.mil/
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diers-hone-explosive-capabilities-at-saber-strike-17), and Adobe Stock.
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ance disorders is very small, it is surrounded by 
clear fluid, and it is easily damaged by invasive 
methodologies.

We have adapted this modern optical tech-
nique not only to visualize inner ear structures 
like the auditory portion, the cochlea, but also 
to measure vibrations of the inner ear struc-
tures using a technique called vibrometry that 
determines how well the cochlea is functioning 
(see Figure 1). Images taken with OCT clearly 
show the three compartments of the cochlea 
(scala vestibuli [SV], scala media [SM] and 
scala tympani [ST]), Reissner’s membrane 
(RM) that separates SV from SM, along with 
the gross anatomical structure of the Organ of 
Corti (tectorial membrane [TM], reticular lam-
ina and basilar membrane [BM]), where the 
primary receptors for sound—the hair cells—
reside (see Figure 1B). Additionally, vibrome-
try of different Organ of Corti structures (e.g., 
BM and TM) show the sharp tuning and large 
gains of cochlear amplification (see Figure 1C 
and D; BM: 62.3±0.6 dB, TM: 65.3±0.5 dB, 
n=3, 11 kHz). Using OCT, we can now diag-
nose changes that happen in the cochlea in 
response to blast injury or noise-exposure.

Blast- and Noise-induced  
Models of Hearing Loss

The cochlea is the body’s most sensitive 
pressure transducer because it houses the hair 
cells, which use their receptor organelle, the 
hair bundle, to transduce mechanical energy 
from pressure waves into electrochemical 
signals. There are two types of hair cells: inner 
hair cells (IHCs) and outer hair cells (OHCs). 
IHCs send sensory information to the brain, 
while OHCs amplify and tune the response of 
the ear. OHCs are highly mechanosensitive 
and easily damaged by loud sounds that result 
in strong pressure waves in the ear. Therefore, 
the classical explanation for hearing loss due 
to blast or noise exposure is trauma to the hair 
cells. Hair cell death occurs through a variety 
of pathways [9, 10] that result in permanent 
hearing loss, which can be measured as 
elevated auditory thresholds. 

However, an additional mechanism of noise-
induced hearing loss, known as cochlear 
synaptopathy, also occurs. Synaptopathy 
results in reduced communication between the 
hair cell and its afferent nerve fiber either via 
a decrease in the number of communication 
sites, known as synapses, or a degeneration 
of the postsynaptic auditory nerve fiber. The 
mechanism of synaptopathy is thought to be 
primarily due to an excess release of the hair 

cell afferent neurotransmitter, glutamate, after 
hair cell overstimulation, or secondarily to 
extracellular adenosine 5′-triphosphate (ATP) 
release from other traumatized cells, which 
leads to Ca2+ channel activation [11, 12]. This 
results in the toxic entry of ions and water into 
synaptic boutons [13–15], which damages the 
dendrite and produces loss of synaptic ribbons, 
the presynaptic components of hair cells [16–
18]. Loss of synapses and auditory neurons 
does not necessarily elevate the threshold of 
hearing, but instead affects neural encoding 
at higher sound intensities, so it has been 
called “hidden" hearing loss [19]. There are no 
effective medical treatments to prevent hearing 
loss via either mechanism after traumatic noise 
exposure.

As with noise, inner ear damage from 
improvised explosive devices, which causes 
a primary blast injury, results from the direct 
effect of the high pressure wave upon the 
tissue [20]. To determine if the etiology of 
blast-wave exposure matched that of noise 
exposure, we custom-built a blast chamber to 
deliver blast waves to mice (see Figure 2A–D). 
This system is pressurized with compressed 
air, which when released, produces a single 
compression wave that travels down a metal 
tube and develops a shock front that creates 

a blast wave by the time it reaches the mouse. 
Our chamber could generate peak pressures 
of up to 186 kPa, corresponding to a sound 
intensity of 199 dB SPL (sound pressure level) 
at the position of the mouse [21].  

OCT Can Diagnose Dynamic 
Changes in the Inner Ear

Equipped with OCT as a diagnostic tool, a 
2018 study showed that dynamic inner ear 
changes due to blast trauma could be elucidat-
ed [22]. Serially imaging the cochlea of anes-
thetized mice exposed to a single blast wave 
approximating that of a roadside bomb (peak 
pressures 130±9 kPa [~196 dB SPL], see Fig-
ure 2E) showed that during the first three hours 
after the blast, there was progressive bulging of 
Reissner’s membrane—consistent with an in-
crease in endolymph volume, or endolymphat-
ic hydrops [23] (see Figure 3A). By one day 
after the blast, Reissner’s membrane returned 
to a normal position where it remained for at 
least one week (see Figure 3B–D). In con-
trast, unexposed control mice demonstrated 
no change in Reissner’s membrane (see Fig-
ure 3E), indicating that OCT imaging does not 
cause endolymphatic hydrops. Following eu-
thanasia, Reissner’s membrane progressively 
shifted inward (see Figure 3F), consistent with 

Figure 1. Optical coherence tomography and vibrometry in the mouse cochlea. (A) Illustra-
tion of a cross-sectional view of the cochlea, with expanded view of the apical turn where this 
data was collected. SV, scala vestibuli; SM, scala media; ST, scala tympani; RM, Reissner’s 
membrane. (B) Cross-sectional OCT image of the mouse cochlea. Red dots highlight com-
mon locations for vibrometry measurements. TM, tectorial membrane; RL, reticular lamina; 
BM, basilar membrane. Vibratory responses from (C) BM and (D) TM in the live mouse co-
chlea shown in (B) display tuned responses centered near the BF (best frequency ~12 kHz). 
Adapted from [22].  
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reduced endolymph secretion by the stria vas-
cularis post-mortem [24, 25]. Quantifying en-
dolymph volume within scala media confirmed 
OCT is able to assess dynamic endolymphatic 
fluid volume changes (see Figure 3G). Further-
more, because the presence of endolymphatic 
hydrops is indicative of a change in osmotic 
balance of the cochlea, we looked for further 
damage in the ear that might cause, or result 
from, this imbalance.

After visualizing gross morphological changes 
in live mice after blast trauma, Kim et al. [22] 

used in vitro microscopy techniques with finer 
resolution to visualize cells and their different 
structures. High-resolution, scanning electron 
microscopy revealed immediate hair bundle 
damage in the cochlear base (see Figure 4A–
B) that was not present in unexposed control 
animals. Labeling hair cells in the cochlea with 
fluorescent markers showed bundle damage 
was followed by outer hair cell loss one week 
post blast exposure (see Figure 4C–D). In 
contrast to the localized loss of outer hair cells, 
ribbon synapses were lost throughout the co-
chlea seven days after the blast (see Figure 

4E–H). These two different patterns of damage 
highlight the distinct mechanisms underlying 
hair cell death and neuronal trauma [21, 22]. 
The pattern of basal hair cell loss is well-es-
tablished and is due to the large forces applied 
to the stereociliary bundles [10, 26]. Because 
there is no obvious explanation for why the 
pattern of neuronal damage did not match that 
of the hair cells, Kim et al. [22] hypothesized 
that the former was due to the endolymphatic 
hydrops that developed.

Osmotic Imbalance Leads to 
Cochlear Synaptopathy

To test if endolymphatic hydrops caused syn-
aptopathy throughout the cochlea, Kim et al. 
[22] applied the simple chemical principles of 
osmosis and diffusion. Application of varying 
tonicity solutions to the middle ear draws flu-
ids into or out of the perilymphatic and endo-
lymphatic spaces within the fluid-filled cochlea 
(see Figure 5A). Such fluid application is a safe 
clinical technique [27–29]. A solution with fewer 
solutes than that found in perilymph and endo-
lymph (hypotonic) would force water into the 
cochlea, which should result in endolymphatic 
hydrops. In contrast, a hypertonic solution, i.e., 
a solution that has a higher solute concentra-
tion than perilymph and endolymph, should 
drain fluids from the inner ear via osmosis. This 
is what is needed to reverse endolymphatic 
hydrops. Solutions with a similar salt concen-
tration as body fluids, normotonic solutions, 
should not change the endolymph volume.

Applying a hypotonic solution for 5.5 hours 
did indeed induce endolymphatic hydrops in 
mice (see Figure 5B). Furthermore, measuring 
cochlear function using the vibrometry aspect 
of OCT showed that these mice had normal 
vibratory responses (see Figure 5C–D). There-
fore, isolated endolymphatic hydrops (i.e., not 
associated with mechanical trauma of stereo-
ciliary bundles) does not alter the OHC-based 
mechanical response. However, synaptic rib-
bon counts were reduced after the hypotonic 
challenge to a level similar to that found after 
blast exposure even though there was no loss 
of OHCs (n=4) (see Figure 5E–G). Thus, endo-
lymphatic hydrops in isolation causes cochlear 
synaptopathy.

The Mechanism of Synaptopathy 
After Trauma is Similar in  

the Ear and Brain

Excitotoxicity—the toxic effects of too much 
neurotransmitter release due to overstimula-
tion—is a known mechanism for synaptopathy, 

Figure 2. The blast chamber. (A) A picture of the blast chamber. (B) A zoom in of the blast 
chamber and pressure gauge. (C) A close up of the end of the blast tube, which houses the 
mouse and (D) the protective sheath and the pressure sensor.  (E) The blast wave pressure 
monitored by a sensor positioned just below the mouse.

Figure 3. Blast exposure produces transient endolymphatic hydrops. (A) Endolymphatic 
hydrops progressively developed within the first three hours after blast exposure. Images 
are from one representative mouse. (B–D) OCT images from different representative mice 
showed normal endolymph volume one, two and seven days after blast exposure. (E) OCT 
images from a representative live control mouse over three hours demonstrated normal 
endolymph volume. (F) OCT images from an unexposed control mouse followed for three 
hours after euthanasia demonstrated progressive reductions of endolymph volume. (G) Sca-
la media volume over time in blast-exposed mice, living control mice, and unexposed control 
mice post-mortem. *P<0.05, **P<0.01, ***P<0.001. Adapted from [22].
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not only in the cochlea [13–16], but also in the 
central nervous system after traumatic brain 
injury (TBI) [30] and likely blast-induced neu-
rotrauma seen in military personnel [31]. Kim et 
al. [22] tested if this was the mechanism under-
lying hydrops-induced synaptopathy in the co-
chlea. For these studies, a more direct method 
(perilymphatic perfusion of either normotonic 
or hypotonic artificial perilymph over one hour) 
was used to cause endolymphatic hydrops and 
study both the pre- (using CtBP2 immunola-
beling) and post-synaptic (using Homer im-
munolabeling [32]) sides of the IHC synapse 
(see Figure 6). Mice perfused with hypotonic 
perilymph again developed hydrops and had 
reduced CtBP2 and Homer puncta counts that 
were less well co-localized. In these mice, the 
CtBP2 and Homer puncta counts and co-lo-
calization could be preserved by mitigating 
the effects of the released neurotransmitters 
by blocking the postsynaptic AMPA glutamate 
receptor with the drug, CNQX (see Figure 6E). 
Thus, blocking hydrops-induced excitotoxic-
ity is a viable means of protecting synapses. 
However, because blocking synaptic transmis-
sion can have deleterious side effects [33], we 
searched for a simpler therapeutic.

Osmotic Stabilization as a  
Treatment for Blast Injury

By causing endolymphatic hydrops with a hy-
potonic solution, Kim et al. [22] hypothesized 
that endolymphatic hydrops could be reversed 
using a hypertonic solution applied to the mid-
dle ear. Furthermore, because synaptopathy 
resulted from hydrops, neutralizing the osmotic 
imbalance should prevent it. To test if endolym-
phatic hydrops could be reversed, OCT imag-
es were taken three hours after blast-exposure 
when endolymphatic hydrops had developed. 
Addition of hypertonic, artificial perilymph to the 
middle ear did reverse endolymphatic hydrops, 
but normotonic saline did not (see Figure 7A–
C). Next, OHCs and synapses were assessed 
to see if hypertonic saline could protect from 
outer hair cell loss and synaptopathy. After 
blast exposure, the hypertonic solution was 
applied to the round window, and two months 
later, hair cells and synapses were counted 
throughout the cochlea (see Figure 7D–F). 

While unexposed control mice had no OHC 
loss, blast-exposed mice that were not treat-
ed with the hypertonic solution had substantial 
OHC loss in the cochlear base, scattered loss 
in the middle, and no loss in the apex. Hair cell 
counts were the same in these untreated ears 
and those treated with normotonic or hyper-
tonic saline (see Figure 7G). There were sub-

stantial reductions in the number of synaptic 
ribbons per OHC and IHC in untreated ears 
and in ears treated with normotonic artificial 
perilymph (see Figure 7H–I). However, treat-
ment with the hypertonic solution prevented 
most of this synaptic loss. Thus, hypertonic 
treatment of post-traumatic endolymphatic 
hydrops preserved roughly half the synaptic 
ribbons that would have been lost without treat-
ment, but had no impact on OHC loss.

Discussion

The data presented in Kim et al. [22] reveal 
several fundamental mechanisms that under-
lie blast-induced sensorineural hearing loss 
(see Figure 8). The most significant finding 
of Kim et al. [22] is that osmotically stabilizing 
the cochlear fluids after the blast exposure 

prevents cochlear synaptopathy, even though 
hair cell fate remains unchanged [22, 34]. The 
initiating step of the problem is the mechani-
cally induced trauma to the OHC stereociliary 
bundle. The fate of these traumatized OHCs 
is set immediately and is not changed by any 
of the tested interventions. Clearly, there is a 
need for further research to understand how 
to preserve hair cells after traumatic events. As 
it is now feasible to integrate high-throughput 
expression analysis data from independent 
experiments [35], perhaps studying expression 
differences when comparing hair cells that sur-
vive after bundle damage [36] against those 
hair cells that succumb to bundle damage [22] 
could elucidate the molecular causes of hair 
cell degeneration. 

In contrast to the fate of the hair cells, cochlear 
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Figure 4. Blast exposure causes stereociliary trauma, hair cell loss, and cochlear synap-
topathy. (A, B) Scanning electron microscopic images of OHC stereociliary bundles in rep-
resentative control and blast-exposed mice. (C) The cochlear epithelium seven days after 
blast exposure. Immunolabeling was done to visualize all hair cells (Myosin VIIa) and outer 
hair cells (OHCs) (Prestin). Representative locations of missing hair cells are shown (arrow-
heads). (D) Quantification of OHC loss seven days after blast exposure in the basal regions. 
(E, F) The cochlear epithelium seven days after blast exposure. Immunolabeling was done to 
visualize synaptic ribbons in hair cells (CtBP2), hair cells (Myosin VIIa), and auditory neurons 
(Tuj1). (G, H) Quantification of synaptic ribbons per OHC and IHC in control and blast-ex-
posed mice. **P<0.01, ***P<0.001. Adapted from [22].
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synaptopathy has a delayed-onset involving 
several steps. First, endolymphatic hydrops 
occurs, likely because K+ is not removed fast 
enough from the endolymph after stereociliary 
trauma. We showed that this, like brain ede-

TM

ma after TBI, can be treated by osmotic sta-
bilization—protecting from further symptoms 
that may occur downstream or concomitantly 
[22, 37]. Next, hair cells release excess neu-
rotransmitters, which may occur because 

the post-traumatic endolymphatic hydrops 
over-stimulates them or because nearby dam-
aged cells release ATP that creates calcium 
waves across the epithelium [12, 38]. The 
excitotoxicity of excess glutamate causes ion 
and H2O entry into synaptic boutons, and this 
swelling is associated with either temporary or 
permanent damage [13–15]. Finally, the loss 
of the bouton leads to loss of synaptic ribbons 
inside the hair cell [16]. Because synapse loss 
was reduced with a blocker of excitotoxicity, 
this suggests that antiexcitotoxic therapies like 
those used for TBI [37] may also prevent co-
chlear synaptopathy after blast injury. 

The results of our study also suggest a nov-
el treatment for blast-induced trauma that will 
protect warfighters from hidden hearing loss, 
for which there is currently no reliable and val-
idated diagnostic test [39]. Osmotically stabi-
lizing the inner ear after noise exposure may 
offer an important therapeutic approach to 
preserve hearing. We show that treatment is 
efficacious in mice using a middle ear injection 
technique that is commonly used in the clinic 
and could be used on the battlefield as it only 
requires a concentrated salt solution in an ear 
drop. Similarly, such injections may be an al-
ternative treatment for vestibular diseases, like 
Meniere’s disease, in which endolymphatic 
hydrops causes episodic vertigo, fluctuating 
hearing loss, and roaring tinnitus [23, 40–43], 
negatively impacting a patient’s quality of life. 
Future work may seek to reveal the exact mo-
lecular mechanism underlying the permanent 
cochlear synaptopathy. To this end, noise-ex-
posure models that we showed also develop 
endolymphatic hydrops can be used to un-
derstand if both modalities of inner ear trauma 
have similar etiologies [22] and to create more 
targeted interventions that allow hearing pres-
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Figure 5. Osmotic insult can lead to endo-
lymphatic hydrops and cochlear synaptop-
athy. (A) A simple model of non-invasive 
osmotic challenge via the round window 
membrane (RWM) to alter the volume of 
endolymph and shift Reissner’s membrane 
(RM). Hypotonic solution applied to the 
middle ear causes endolymphatic hydrops 
whereas hypertonic solution reduces endo-
lymphatic volume. Normotonic solution has 
no effect. (B–D) A representative mouse co-
chlea with endolymphatic hydrops induced 
by the application of hypotonic challenge 
to the middle ear. Vibratory responses 
for both the BM and TM were normal. (E) 
The cochlear epithelium harvested from 
a mouse with endolymphatic hydrops 
induced by hypotonic challenge to the 
middle ear. (F, G) Endolymphatic hydrops 
caused a loss of synaptic ribbons similar 
to that found after blast exposure. *P<0.05, 
**P<0.01, ***P<0.001. Adapted from [22].

Figure 6. Excitotoxic block prevents cochlear synaptopathy induced by hydrops. (A–C) The 
cochlear epithelium harvested from representative mice perfused for 1 hour with 304 mOsm 
(A), 294 mOsm (B), or 294 mOsm + 100 µM CNQX (C) artificial perilymph. Immunolabeling 
was done to visualize pre-synaptic ribbons in IHCs (CtBP2) and post-synaptic auditory nerve 
boutons (Homer). Co-localization of the pre- and post-synaptic terminals is shown (insets). 
(D) Hypotonic challenge reduced CtBP2 and Homer counts. Blocking glutamate with CNQX 
preserved both the pre- and post-synaptic terminals. *P<0.05; ns, not significant. (E) Hypo-
tonic challenge reduced the rate of CtBP2 and Homer co-localization; this effect was also 
reversed with CNQX. Adapted from [22].
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ervation in stressful environments.

While Kim et al. [22] focused on changes with-
in the cochlea for which interventions are not 
currently available, blast exposure can also 
result in disruption of structures peripheral to 
the cochlea like the middle ear ossicles and the 
tympanic membrane. Such trauma results in 
conductive hearing disorders. Disruption of the 
ossicular chain is commonly treated with ossic-
ular reconstructive surgery to restore hearing. 

However, the outcomes vary greatly. While the 
variation is not entirely understood, an accept-
ed contributing factor is the choice of the length 
of the prostheses [44, 45]. However, there is 
currently no imaging technology that can pro-
vide pre-operative or intra-operative quanti-
tative guidance on optimal prosthetic length. 
Scar tissue formation around the prosthesis 
can also adversely affect hearing outcomes, 
and there is no reliable way to identify this prob-
lem. Therefore, if the outcome is poor it is often 
difficult to determine the cause and whether a 
revision surgery is indicated [46]. 

Because OCT has both the spatial and tem-
poral resolution to measure the morphological 
features and function of the ear, it may provide 
this much needed diagnostic ability in humans, 
leading to better outcomes and lower health 
care costs. The challenge with utilizing OCT for 
interrogating the middle ear space is access, 
which requires adaptations in the current hard-
ware so that entry can be gained through the 
ear canal or Eustachian tube. Thus, continu-
ing technological advancements on the OCT 
system can lead to better diagnostics that can 
swiftly impact and improve clinical care of war-
fighters after blast injury.

Figure 7. Osmotic treatment of endolymphatic hydrops partially rescues synaptic ribbon loss 
after blast exposure. (A, B) Representative mice were treated with normotonic or hypertonic 
challenge three hours after blast exposure. Repeat images were taken 30 minutes later. (C) 
Normotonic artificial perilymph had no impact on post-traumatic endolymphatic hydrops 
whereas hypertonic artificial perilymph normalized endolymphatic volume. (D–F) The cochle-
ar epithelium from representative mice two months after blast exposure. Mice had either no 
treatment (D), normotonic, artificial perilymph application to the middle ear after the blast 
(E), or hypertonic, artificial perilymph application to the middle ear after the blast (F). Immu-
nolabeling was done to visualize synaptic ribbons in hair cells (CtBP2), hair cells (Myosin 
VIIa), and auditory neurons (Tuj1). (G–I) Quantification of OHC loss and synaptic ribbons per 
OHC and IHC. Hypertonic artificial perilymph reduced the loss of synaptic ribbons but did 
not affect the degree of OHC loss. **P<0.01, ***P<0.001. Adapted from [22].
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