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HDIAC provides technical inno-
vation and excellence while bal-
ancing affordability and reducing 
bureaucracy. HDIAC collabo-

rates with top governmental, academic, 
and industry-based research laboratories 
and institutions on scientific and technical 
(S&T) breakthroughs and research and 
development (R&D) opportunities. 

These partnerships and relationships al-
low HDIAC to be at the forefront of the 
research spectrum, helping provide inno-
vative solutions to the most difficult prob-
lems and requirements faced by the DoD. 
This approach reduces duplication and 
aids in the development of a clear, timely, 
and applicable solution. HDIAC provides 
cost-effective R&D by acquiring, analyz-
ing, and disseminating relevant S&T in-
formation; collaborating with academic, 
industry, and government partners; and 
utilizing an extensive subject matter ex-
pert network.

During this last quarter, HDIAC worked 
closely with several strategic university 

partners, including Auburn University and 
Oregon State University, regarding R&D 
and S&T developments that may be used 
to enhance U.S. service member protec-
tion and treat various medical conditions. 
In collaboration with government research 
laboratories, HDIAC further refined these 
approaches into technical solutions geared 
toward meeting DoD requirements for ad-
vanced body armor, refining exposure 
assays, and improving future medical treat-
ments for military members. 

Through these valuable collaborations, 
government research laboratories and 
HDIAC personnel support firsthand the 
work being performed on behalf of the 
DoD by validating the usefulness of the 
data generated for next generation body 
armor. HDIAC analyzed and presented 
approaches regarding the application of 
novel technologies, such as sheer thick-
ening fluid, shape-memory alloys, and wo-
ven spider silk matrices, to develop next 
generation body armor to protect U.S. 
service members. These capability de-
velopments reduce R&D and S&T redun-
dancy and support numerous government 
organizations, including the Special Oper-
ations Forces community, component and 
warfighting laboratories, and law enforce-
ment agencies.   

Additionally, government laboratories, 
HDIAC subject matter experts, and aca-
demic researchers reviewed current and 
future applications regarding “organs on 
chips,” which is a medical development 
involving an artificial/3-D printed organ 
that simulates the activities or responses 
performed by our natural organ systems. 
Specifically, these collaborations included 
approaches regarding biological agent 
identification and nanoparticle treatment 
for phosgene exposure using the organs 
on chips model. The approaches focused 
on the interconnectedness of various hu-
man organ systems, natural physiology, 
and validity of future treatments. Refining 
and developing these capabilities could 
provide the DoD medical research com-
munity the most realistic and applicable 
model for testing and treatment. 

HDIAC’s strategic collaboration reduces 
research duplication and incentivizes pro-
ductivity across the government and DoD 
S&T and R&D landscape. Continuing to 
forge research partnerships and collaborate 
with DoD and government agencies across  
HDIAC’s eight focus areas not only elimi-
nates unproductive processes, controls 
costs, and achieves affordable programs – 
it also ensures the DoD safeguards battle-
field superiority over the coming decades. ■
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Introduction

When the U.S. first arrived in 
Afghanistan more than two 
decades ago, a typical unit 
required 2.07 kilowatt-hours 

(kWh) to power its devices [1]. Today, 
unit power consumption has increased 
to 31.35 kWh due to the proliferation of 
mission-critical electronics on which sol-
diers rely [1]. This power demand means 
the warfighter now carries an additional 
16 pounds of batteries, equivalent to an 
unloaded Squad Automatic Weapon, on 
top of the 60-120 pounds of standard gear 
[2]. Portable power sources are a critical 
issue in military operations due to the lo-
gistical challenge of battery swaps. This 
additional weight may increase the risk 

of musculoskeletal injury and greatly di-
minishes mobility and combat radius [1,3]. 
An increase in this power requirement is 
likely as the military intends to implement 
more energy-hungry technologies such as 
lightweight, body-armored exoskeletons, 
vital sensor monitoring, flexible displays 
embedded in electronic textiles, improved 
heads-up display for communications, and 
electronic wearables [4]. Although these 
technologies are still in their infancy, ex-
isting technologies demand lighter, safer, 
conformal batteries that do not compro-
mise power or efficiency. This concept 
is an important planning factor for future 
warfighter needs.

In the past, soldiers were given 3-pound, 
brick-shaped batteries that were specifically 
designed for battery boxes and nonportable 
devices. As soldiers began to pack more 
electronics, these bulky batteries multiplied 
with them [5]. The U.S. Army Communica-
tions-Electronics Research, Development 

and Engineering Center developed a solu-
tion called the Soldier Wearable Integrat-
ed Power Equipment System, known as 
SWIPES, that provides an integrated solu-
tion for mission-critical electronics that can 
flex and stretch with the body while reducing 
weight [5]. SWIPES integrates all electron-
ics carried by the warfighter into one tactical 
vest. Each electronic device is housed in a 
specific pocket with an associated power 
cord, and all devices connect to one confor-
mal battery [5]. The conformal battery is a 
thin (>1/2-inch thick) and flexible lithium-ion 
battery weighing just over 2 pounds [5]. Due 
to flammability associated with lithium-ion 
batteries, especially from ballistic damage, 
the battery is treated with a ballistic coating 
to protect the battery [5]. 

Benefits
The benefits of the conformal battery were 
studied with a squad power manager kit, as 
shown in Figure 1 [3].  A United States Mil-
itary Academy study compared the confor-
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mal battery over battery swaps to power a 
PRC-154 Rifleman Radio and an end user 
device, an Android smartphone [3]. The 
study revealed use of the small unit pow-
er (SUP) kit provided a 10-30 percent re-
duction in weight load compared to battery 
swaps [3]. Also, the large power reservoir 
of the conformal battery provided con-
stant connection over interrupted battery 
swaps, and prevented swapping out a par-
tially-charged battery with a fully-charged 
battery [3]. The study concluded the use 
of conformal batteries reduces weight load 
and the physical and mental toll on warf-
ighters on how, when, and where to swap 
a battery [3,5]. 

Battery Chemistries
Although the current conformal battery has 
shown potential benefits to replace swap-
pable batteries, significant improvements 
to the battery chemistry, level of conform-
ability, and fabrication cost are critical to 
the military’s effort to power mission-critical 

electronics. The availability of numerous 
battery chemistries such as magnesium, 
aluminum, iron, zinc, and lithium-ion has 
been explored for rechargeable batteries, 

as shown in Figure 2 [6]. There has been 
significant interest in lithium-ion and many 
of its sub-chemistries due to their high the-
oretical specific energy (5,928 Wh/kg) and 

Figure 1: Operational view of power management for platoon [21-30].
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high cell voltage (2.96 V) [6].  For example, 
the military has recently funded research on 
lithium-sulfur batteries [7]. As for the next 
generation of lithium-ion batteries, many are 
looking to silicon anode because it has re-
ported the highest known theoretical charge 
capacity (4,200 mAh/g) [8]. 

Silicon lithium-ion batteries remain in the pro-
totype stage because of the large volume 
change (~400 percent) upon the insertion and 
extraction of lithium-ion, compared to the 10 
percent volume change of graphite anodes 
[8]. The large volume change causes signif-
icant deformation and poor electronic contact 
thereby diminishing the capacity over time, 
with a cycle life no more than 10 cycles. Many 
groups have reported new approaches using 
silicon nanowires, incorporating self-healing 
polymers, and porous architecture resem-
blance of seeds packed in pomegranate 
[8-10]. Unfortunately, any type of lithium-ion 
chemistry will present safety issues due to its 
inherent instability and flammability, making 
it especially vulnerable to ballistic damage 
from ground combat [6]. The risks associat-
ed with the lithium-ion battery have grounded 
many technologies including the Boeing 787 
Dreamliner, Samsung Note 7, and Fitbit Flex 
2 [11-13]. Many wearable electronics compa-
nies are looking for safer battery chemistries, 
but the cost and performance of those batter-
ies must be competitive before they can chal-
lenge lithium-ion.

Alternative chemistries such as magnesium 
and aluminum-air batteries are compatible 
with aqueous electrolytes and have demon-
strated higher energy densities than lithium, 
but they experience rapid self-discharge and 
poor charging efficiency [6]. Zinc and iron 
have proven to be stable and safe chemis-
tries, especially zinc-air and zinc-silver oxide. 
Zinc-based batteries are inherently safer, in-
expensive, and more abundant, especially 
in the U.S., compared to lithium [6]. More 
importantly, zinc batteries have a relative-
ly high specific energy (1,218 Wh/kg) and 
volumetric energy density (6,136 Wh/L) [6]. 
Recently, a U.S. Naval Research Laborato-
ry team developed a novel, rechargeable, 
nickel-3D zinc battery as an energy-dense, 
safer alternative to lithium-ion [14]. When a 

zinc battery undergoes charging, dendrites 
will form and eventually grow to short the 
battery [14]. By implementing a porous zinc 
structure, the formation of dendrites is mit-
igated while maintaining a high capacity of 
216 Wh/L along with tens of thousands re-
charge cycles [14]. 

This zinc chemistry presents a safer and 
cheaper battery chemistry alternative to lith-
ium-ion with an estimated cost of $160 per 
kWh, when average lithium-ion battery prices 
are not expected to reach that value until 2025 
[6,14]. Because zinc is inherently safer and all 
components can be exposed to air, simpler 
and inexpensive fabrication methods can be 
implemented. The complexity of lithium-ion 
battery fabrication amounts to nearly 40 per-
cent of its overall cost, but screen printing can 
reduce the fabrication cost [6]. Screen print-
ing is a low-cost, high-throughput fabrication 
where conductive inks can be applied to a 
patterned stencil, then a doctor blade will de-
posit the conductive inks onto the substrate 
through the holes of the pattern. Zinc batteries 
can be printed in four to five simple coating 
steps and in any desired shape. The use of 
conductive inks and printing technologies al-
lows for battery conformability, enabling them 
to stretch, bend, flex, and twist. 

Conformal Battery 
Development

Deterministic and random composite archi-
tecture are two approaches used to develop 

Figure 2: Theoretical specific energies, vol-
umetric energy densities, and nominal cell 
voltages various metal anodes in aqueous 
and non-aqueous batteries [6]. (Released)

Figure 3: Approaches for engineering 
stretchable electronics [31] [32] (Licensed 
under Creative Commons) [33]. 
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conformal batteries, as shown in Figure 3 
[15]. In the deterministic approach, nonelas-
tic, inorganic materials, such as metals are 
geometrically patterned into ultra-thin, ser-
pentine bridges connected to rigid islands 
[15]. This method of strain engineering al-
lows typically rigid materials to be more con-
formal by undergoing stretching and flexing. 
The random composite approach random-
ly embeds highly conductive fillers into an 
elastomeric matrix [15]. While random com-
posite is highly strain-sensitive to any type 
of deformation, the ability to incorporate any 
combination of materials [15] is specifically 
attractive for developing conformal batter-
ies that comprise various metallic and poly-
meric additives. The precise composition of 
conductive fillers, elastic binders, and sol-
vents will result in formulations that can be 
readily applicable to inexpensive, printing 
technologies. This approach is compatible 
with air-stable, zinc-based chemistries that 
can be used to inexpensively print confor-
mal batteries into a military vest.

Researchers at the University of California, 
San Diego Department of NanoEngineer-
ing have demonstrated the first fully-print-
ed, stretchable, rechargeable battery using 
low-cost, screen printing of highly elastic, 
conductive inks [16]. Through the unique 
formulation of inks and screen printing, the 
batteries were printed in the form of “NANO” 
onto a polyurethane-coated spandex, as 
shown in Figure 4 [16]. The battery demon-
strated a high, reversible areal capacity of 
~2.5 mAh/cm2 density even after multiple 
iterations of deformation including bending, 
twisting, indentations, and stretching twice 
its length [16]. Other approaches were at-
tempted in order to produce stretchable 
batteries, but none of the systems were 
completely elastic [16] as traditional battery 
chemistries require encasement in a rigid 
protective shell. In addition, many of these 
approaches relied on lithographic, spray/dip 
coating, or “cut-and-paste” methods of fab-
rication that were extremely expensive and 
resulted in low-throughput [16]. 

While most applications do not require a 
significant amount of stretch (other than 
electronic textiles), flexibility is an essential 
form factor. For example, solar blankets in 
the SUP kit have ultra-thin solar cells that 
allow warfighters to either roll up or fold the 
blanket. Along with flexibility, the ability for 
batteries to recharge is another essential 
factor. Printable, zinc batteries are being 
developed but very few are rechargeable. 

Blue Spark Technologies Inc. developed a 
printed battery with a capacity less than <1 
mAh/cm2, and they combined printed bat-
teries and temperature sensors for a dis-
posable temperature monitor for newborns 
[17]. Imprint Energy Inc. developed the 
only printed zinc battery that is recharge-
able because of an innovative ionic-liquid 
electrolyte. However, this battery has a 
poor capacity of <1.5 mAh/cm2 over the 
course of 100 recharge cycles [18]. 

Printable Batteries
Researchers at the University of Califor-
nia, San Diego initially used printed bat-
teries for small patches to power wearable 
electronics. However, screen printing can 
be utilized to coat the entire inner area of 
a military vest. A typical military vest for an 
average male torso covers a surface area 
of 0.6 m2 [19]. The areal capacity of print-
ed batteries will be greater than 3.5 mAh/
cm2 to achieve a capacity nearly three 
times the capacity of the current conformal 
battery (7.3 Ah) used by SWIPES. Since 
technology implemented by the military 
must be more durable than conventional 
consumer electronics, a higher number of 
charge cycles is essential. If these screen 
printed batteries can meet this durability 
requirement, they would provide a low-
cost, conformal, high-performance battery 
solution for the dismounted warfighter. 

The ability to accomplish an area capacity 
beyond 3.5 mAh/cm2 and a cycle life be-
yond 200 cycles is possible using zinc-sil-
ver oxide chemistry implemented in the 
printed, stretchable battery. The initial 
proof-of-concept was designed for more 

stretchable textiles, such as spandex or 
nylon. For military application, flexibility 
with some stretch is needed to enable the 
printed battery to be worn inside the shell 
of a military vest. The random composite 
can control the composition of elastomer 
and conductive fillers, where some stretch 
(<20 percent) can be reformulated for the 
printed battery. The design of the printed 
battery was in a lateral design, whereas a 
typical battery stacks the anode, cathode, 
and electrolyte. The stacked design will be 
a far more efficient use of the printed area. 
The current limitation for the stacked de-
sign is a printable electrolyte that is both 
flexible and stretchable. A printable elec-
trolyte will require structural durability and 
high ionic conductivity for high-current 
charge/discharging. Further improvement 
of anode, cathode, and electrolyte materi-
als as well as inexpensive screen printing 
techniques will enhance the production of 
high-performance, conformal batteries. 

The printed, conformal battery integrated 
into a tactical vest addresses the military’s 
vision to eliminate bulk cables using elec-
tronic textiles [5]. Ultra-thin, conductive 
wiring and a conformal battery can be 
printed into the textile to power various 
electronics in each designated pocket. 
The addition of printed, power transfer 
antenna in the back of the vest for wire-
less charging will simplify the top-down 
integration by enabling wireless charging 
by a vehicle. When a warfighter sits in a 
vehicle, wireless charging components 
embedded in the seat would seamlessly 
charge the printed power vest [5]. This 
presents a great tactical advantage in the 

Figure 4: Random composite and screen-printing for high-performance, conformal batteries. 
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event a warfighter must quickly abandon 
the vehicle. 

The conformal, wearable battery will re-
quire durability and performance testing 
under actual environmental conditions and 
power expectations of a 72-hour mission. 
Factors such as varied temperature and 
humidity could affect battery performance, 
especially in a 24-hour cycle. Therefore, 
these environmental factors must be evalu-
ated. Additionally, determining if the battery 
is washable, especially when exposed to 
detergents or harsh temperatures and de-
formations from a typical tumble dry, must 
also be evaluated.

This concept can be further applied to other 
devices in the SUP kit. For example, batteries 
can be printed on the opposite side of a solar 
blanket, which would allow for additional en-

ergy storage and eliminate the setup time for 
the solar blanket with a modular universal bat-
tery charger and battery. The military has been 
considering implementing energy harvesting 
technologies into the warfighter uniform, such 
as wearable solar panels on the helmet or 
rucksack [5]. Other small kinetic devices that 
oscillate back and forth for harvesting ener-
gy from walking have also gained significant 
investment from the military [20]. Numerous 
energy harvesting technologies such as ther-
moelectric, piezoelectric, biofuel cells, and 
triboelectric have been studied to self-power 
wearable electronics, and all of these energy 
harvesting technologies could provide trickle 
charge to extend the life of the printed, confor-
mal battery [5].

Conclusion
The Department of Defense has been at 
the forefront of developing and support-

ing new battery chemistries to maintain its 
technological advantage on the ground. As 
reliance on wearable electronics continues 
to grow, so does the burden of these con-
formal power technologies on warfighter 
mental and physical stamina. Debate will 
continue on which materials and battery 
chemistry will prevail based on cost and 
performance, but the fabrication and con-
formability of batteries is equally critical to 
the success of warfighter wearable sys-
tems. Inexpensive printing technologies of-
fer a solution that enables the combination 
of deterministic and random architectures 
for implementation of conformal batter-
ies into a tactical vest. Merging printing 
technologies and advanced materials will 
lessen warfighter weight load and seam-
lessly power warfighter electronics, allow-
ing warfighters to focus on their mission 
and not on battery replacement. ■
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Introduction

Ammonia and chlorine are essen-
tial to modern life. Processes 
relying on ammonia and chlo-
rine provide safe public water 

supplies, abundant agriculture products, 
and numerous other goods that enhance 
quality of life for U.S. warfighters and civil-
ians [1,2]. However, ammonia and chlorine 
are classified as toxic industrial chemicals 
(TICs) because they also pose significant 
health threats [3,4]. Not only are they used 
as chemical weapons, but they can also 
cause substantial harm through accidental 
mass releases [4]. Given their ubiquity in 
modern life, it is essential to prepare for 
chlorine and ammonia releases, whether 
occurring as industrial accidents or when 
used as chemical weapons against the 
warfighter. Several federal agencies, in-
cluding the Department of Homeland Secu-
rity (DHS), work to prevent and prepare for 

such releases [5]. DHS has also sponsored 
research conducted by Edgewood Chemi-
cal Biological Center scientists at the U.S. 
Army Dugway Proving Ground that is mak-
ing a substantial contribution to ammonia 
and chlorine event preparedness [6].

Ammonia & Chlorine
The U.S. produces more than 9 million 
tons of ammonia [7] and 15 million tons 
of chlorine each year [2]. Eighty percent 
of ammonia produced in the U.S. is used 
as fertilizer, making it essential to Ameri-
can agriculture. Ammonia is also common 
in refrigeration systems, including those 
that the Defense Commissary Agency is 
installing in military base commissaries 
[8]. Chlorine is used in paper, plastic, and 
chemical product manufacturing, as well 
as municipal sewage and drinking water 
treatment [2].

Despite their pervasiveness, ammonia and 
chlorine pose substantial health hazards. 
When ammonia (NH3) comes into contact 
with human cells it reacts with cellular 

water to produce ammonium hydroxide 
(NH4OH), a highly corrosive compound 
[9]. Exposure through inhalation can result 
in nasopharyngeal burns, tracheal burns, 
bronchiolar and alveolar edema, and air-
way destruction that can ultimately cause 
respiratory distress or failure [1]. Skin and 
eye contact with ammonia can be harm-
ful at concentrations as low as 100 ppm, 
with higher concentrations resulting in skin 
burns, permanent eye damage, and even 
blindness (see Figure 1).

Chlorine’s toxicity is also tied to its reac-
tion with water. Elemental chlorine (Cl2) 
reacts with water to produce hypochlorous 
and hydrochloric acids, and these acids 
then react to produce oxygen free radi-
cals. This leads to both acute and chronic 
health effects by damaging cell walls, ami-
no acids, and enzyme systems. Exposure 
can cause inflammation of upper airways, 
eye and skin injuries, and alveolar and en-
dothelial cell death that can result in Acute 
Respiratory Distress Syndrome and pul-
monary edema [2].

Jamie Glover, MPH
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The Threat of Ammonia 
& Chlorine

Ammonia and chlorine present threats through 
accidental mass releases and as chemical 
weapons that can be used against U.S. warf-
ighters and civilians. Chlorine has been used 
as a chemical weapon since World War I [3]. 
Salafi jihadist groups, including the Islamic 
State [10] and al-Qaida [11], have used chlo-
rine gas in roadside bombs in Iraq for over a 
decade, including during Operation Iraqi Free-
dom [2]. Since 2014, the Syrian government 
has used chlorine as a chemical weapon in the 
Syrian Civil War against civilians, rebel forces, 
and terrorist groups [3]. Some U.S. govern-
ment and military officials view ammonia as 
a more probable terrorist threat than chlorine 
due to its extensive use in industrial refrigera-
tion [12]. In late 2016, the United Nations re-
ported ISIS had stockpiled ammonia in Mosul 
and raised concerns of possible intent to use it 
in chemical weapons [13,14].

Like all chemical weapons, ammonia and 
chlorine are attractive to terrorists because 

of their negative health consequences, 
high casualty counts, and their ability to in-
cite mass public panic [15]. Chemicals are 
also easier to access than other high-im-
pact weapons. This is especially true for 
TICs because their production and use is 
not prohibited like other chemical weap-
ons. The Chemical Weapons Convention 
(CWC), agreed to by the U.S. and 191 oth-
er countries, prohibits the development, pro-
duction, acquisition, transfer, storage, and 
use of chemical weapons [16]. However, the 
CWC does not apply to legitimate industrial 
applications of TICs, such as ammonia and 
chlorine [17]. This makes it easy for TICs to 
be weaponized by releasing them directly 
from industrial facilities or during transit. In 
2015, DHS reported that the risk of insider 
threat was increasing for the chemical sec-
tor, meaning an intentional release by an 
industrial employee may be more likely [5].

Additional security challenges arise for 
ammonia and chlorine because their pro-
duction is geographically concentrated and 
large quantities are transported and stored 

around densely populated urban areas and 
military bases [2]. Under the right meteoro-
logical conditions, an intentional or uninten-
tional release could envelope a large city or 
military base in a cloud of toxic gas [15]. 

Accidental mass releases are a common 
occurrence. In 2005, a train carrying 60 
tons of liquid chlorine crashed into a parked 
locomotive in Graniteville, South Carolina, 
due to human error [4]. The crash resulted 
in the release of 60 tons of chlorine at a 
textile mill with 183 employees inside. At 
least 529 people sought medical treatment 
– leaving 72 hospitalized and nine dead. A 
similar incident occurred in Texas in 2004, 
where human error resulted in the release 
of 90,000 pounds of chlorine gas. The ex-
posures left two dead and 41 injured, in-
cluding six injured first responders [18]. 
In 2002, nearly 17,000 pounds of chlorine 
gas were released from a railroad car in 
Missouri when an automatic shut-off valve 
and emergency shut-off system failed. The 
incident injured 67 people, but no deaths 
were reported [18]. 
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Response Considerations
In the occurrence of a domestic mass re-
lease, local, state, and federal governments 
may be involved in response efforts. Feder-
al response to domestic releases is typically 
led by DHS with support from the Depart-
ment of Defense (DoD), in accordance with 
the National Response Framework and 
National Incident Management System 
guidelines. Initial response requires first re-
sponders to enter a “hot zone” with the high-
est potential for hazardous exposure [19]. 

When responders enter an area with an 
undetermined chemical threat that could 
be chlorine or ammonia, Level A person-
al protective equipment (PPE) is neces-
sary. This level of protection includes an 
Encapsulating Chemical Protective suit 
with a full-face-piece CBRN self-contained 
breathing apparatus with a positive pres-
sure ventilation system. Level A protection 

also requires responders to wear cover-
alls, long underwear, and a hard hat under 
their protective suit, with chemical resistant 
gloves and boots [20,21]. 

This cumbersome PPE shields responders 
from the hazards of chlorine and ammonia 
exposures. However, Level A protection, 
and even lesser levels of protection, restrict 
movement, vision, and communication, and 
can induce both psychological and heat 
stress. This limits safe use of Level A PPE 
to only 30 minutes [22]. 

It also requires responders to have a great 
deal of skill, training, and experience to op-
erate effectively while wearing proper PPE. 
Responders can safely use less cumber-
some protective equipment with more infor-
mation about potential exposures [20,21]. 
An initial assessment of the nature of the 
release, damage and injury reports, weath-

er conditions, geography, terrain and public 
reaction can better inform response efforts. 
A thorough assessment can also help pre-
pare for the possibility of a secondary inci-
dent/device used after an intentional mass 
release that could result in further damage 
and harm first responders [19].

Mitigation Efforts
Federal agencies, including the Centers for 
Disease Control and Prevention [23], De-
partment of Transportation [24], and DHS 
[5], work to prevent intentional releases 
and mitigate effects of accidental releases 
of hazardous materials, including ammonia 
and chlorine. Specifically, DHS oversees 
the chemical sector as one of 16 total crit-
ical infrastructure sectors and collaborates 
with the private sector to ensure securi-
ty of chemical products to prevent use by 
nefarious actors [5]. Through the Federal 
Emergency Management Agency’s Emer-
gency Management Institute, DHS trains 
emergency management professionals, 
“to prepare for, protect against, respond to, 
recover from, and mitigate the potential ef-
fects of all types of disasters and emergen-
cies on the American people” [25]. DHS has 
also prioritized research that will improve 
understanding of toxicological and disper-
sion data of dense gases to better compre-
hend certain chemicals’ hazards [5].

Project Jack Rabbit
In response to Congressional concerns re-
garding TICs, the DHS Transportation Se-
curity Administration collaborated with the 
Chemical Security Analysis Center to con-
duct Project Jack Rabbit (PJR) by Edge-
wood Chemical Biological Center scientists 
at the U.S. Army Dugway Proving Ground in 
2010 [6]. The goal of PJR was to further the 
understanding of chlorine and anhydrous 
ammonia behavior during rapid, large-scale 

Figure 1: The effects of chlorine and ammonia on the human body. 
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release events from railcars [26]. Before 
PJR, the only understanding of gas behav-
ior during a large release was developed 
from tests using gases other than chlorine 
and ammonia.

The tests examined releases of 60 to 90 
tons of compressed liquefied chlorine and 
ammonia gases [6]. In each of 10 experi-
ments, researchers released 1 to 2 tons of 
pressurized, liquefied chlorine or ammo-
nia for 30 seconds from a downward-fac-
ing pipe two meters above ground. Tanks 
were custom designed and constructed for 
the experiment releases. Two 1,000-gallon 
propane tanks were used for ammonia re-
leases, and two 500-gallon propane tanks 
were used for chlorine. Manual knife gate 
valves and remotely controlled ball valves 
were used for these releases.

The release site was a 2-meter-deep 
depression with a 25-meter radius. Mea-
surements were taken within 500 meters 
from the release site. Data were collect-
ed using several types of instrumentation, 
including chemical, meteorological, and 
photonic means of measurement, shown 
in Table 1. 

A major project finding was the effects of 
wind conditions on gas dispersal and indi-
cated extremely hazardous zones for vic-
tims and emergency responders within 250 
meters of the release point [6]. Chlorine 
vapor remains close to the ground for 250 
meters from the point of release, after which 
it mixes with air and reduces concentration 
levels. The vapor will be mixed enough to 

be carried away by wind after 500 meters. 
The findings of PJR led to a second iteration 
of the project. 

Project Jack Rabbit II (PJR II), which be-
gan in 2013 [6], tested larger scaled chlo-
rine releases, between five and 10 tons, 
from a six-inch tank opening in 50 seconds 
or less to produce a “worst-case release 
scenario.” PJR II tests were conducted in 
simulated urban environments, including 
building simulations; detection devices in 
and outside of vehicles downwind from 
releases; and additional upwind monitor-
ing. Results revealed that chlorine vapor 
clouds remain within the urban environ-
ment for up to 20 minutes; liquid from re-
leases can pool over concrete pads; vapor 

moves over one-story structures, but not 
higher structures; release concentrations 
take as long as 20 minutes to dissipate; 
and sheltering in vehicles does not reduce 
exposure within 200 meters of the release 
point. More in-depth details are not avail-
able for public release [23].

Tests in phase two of PJR II increased chlo-
rine amounts from 10 to 20 tons. Tests were 
conducted among vehicle and simulated 
structures to further improve urban envi-
ronment modeling, understand reactivity of 
chlorine within the urban environment, and 
improve emergency response prepared-
ness and hazard mitigation capabilities [6]. 
Data gathered from the project is being 
evaluated in 2017 [24].

Table 1: Data collected from Project Jack-
rabbit that was initiated from the collabo-
ration of the DHS Transporation Security 
Administration and the Chemical Security 
Analysis Center. Adapted from [26].
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Results from these projects have provid-
ed valuable data that has been used to 
enhance preparedness and response to 
ammonia and chlorine release, including 
better protection of emergency respond-
ers and warfighters. Emergency response 
and preparedness professionals have ap-
plied PJR findings to their strategies [6]. 
Data from PJR has also been used to en-
hance the Naval Surface Warfare Center, 

Dahlgren Division’s RAILCAR4 Toxic In-
dustrial Chemical Source Characterization 
Program [25]. Results from phase two of 
PJR II are expected to further enhance its 
contribution to protecting U.S. warfighters, 
emergency professionals, and civilians. 

Conclusion
Each year, the U.S. produces a combined 
24 million tons of ammonia and chlorine 

[2,7]. The threat of accidental mass re-
lease, along with insider threat and ter-
rorist actions, drives ongoing efforts by 
several federal agencies and the DoD. 
These endeavors, along with further re-
search, are paramount to protecting U.S. 
warfighters and civilians from the threats 
posed by ammonia and chlorine. ■
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Introduction

The internet of things (IoT) is a grow-
ing network of billions of connect-
ed devices. In 2015, approximately 
15.4 billion devices were part of 

the IoT, and current research indicates 30.7 
billion devices partaking in the network by 
2020 [1]. The IoT is now part of the every 
day, integrated into homes by way of cam-
eras and door locks and into infrastructure 
through Cyber-Physical Systems (CPS), 
such as the smart grid and the Internet of 
Battlefield Things (IoBT). The IoT provides 
the framework for internet-connected CPS, 
which are closely integrated, context-aware, 
mission-critical systems that perform ac-
tions and interact with the physical world 
(see Figure 1) [2-4]. CPS are evolving and 

expanding with many applications still in re-
search and development stages. 

Smart systems (platforms such as CPS that 
incorporate IoT) have become an import-
ant component of infrastructure, particularly 
those aspects regulated, maintained, and 
utilized by federal agencies. The adoption 
of the IoT within the federal government has 
been largely driven by the Department of De-
fense (DoD), the Department of Homeland 
Security, and the National Aeronautics and 
Space Administration [5]. The expansion of 
smart systems has affected operations with-
in DoD so much that the Defense Informa-
tion Systems Agency, which is essentially 
DoD’s information technology combat sup-
port agency, has acknowledged the urgent 
need to keep demands related to this shift 
at the forefront of defense architecture [6]. In 
general, the impact of the IoT has garnered 
the attention of DoD leadership prompting 
the release of policy recommendations for 
the IoT in 2016 [7]. As smart systems, par-

ticularly CPS, become more widespread, it 
is necessary to adopt a standard framework 
for their integration into existing aspects of 
infrastructure [8]. When considering the im-
plementation of IoT/CPS into infrastructure, 
security is a primary concern. 

All IoT/CPS systems require the devices in 
the system be able to securely communi-
cate (even though that communication will 
often conform to a sparse interconnection 
topology). In IoT/CPS systems, there are 
two primary categories of devices: edge 
devices and gateways. Edge devices are 
limited resource devices containing sen-
sors and actuators. The edge devices col-
lect and transmit data to the gateway(s) 
or perform actions requested by the gate-
way(s). The gateway device is responsible 
for collecting and aggregating data from 
edge devices, providing directives for the 
edge devices, connecting the edge devices 
to the internet (or intranet), and transmit-
ting data to a cloud or private data store.
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Cyber Security Challenges

Many cyber security challenges exist for the 
IoT, CPS, and IoBT. Networking of these 
devices is accomplished via multiple pro-
tocols, such as radio-frequency identifica-
tion, Wi-Fi, and Bluetooth – among others. 
Furthermore, the devices composing the 
IoT/CPS incorporate a variety of hardware 
specifications and chipsets. Proper imple-
mentation of standard security measures is 
made more difficult by the inherent abun-
dance of factors that must be considered 
within a network composed primarily of IoT/
CPS devices.

Additionally, the mobility of IoT/CPS 
devices raises a unique set of security 
concerns. Devices not bound to fixed lo-
cations (whose distance between other 
devices and access points is not con-
stant) will have variable connectivity. Ad-
ditional security concerns that must be 
accounted for include lost data packets 
and unattended devices that may become 
compromised. In systems composed of 
distributed devices, communication be-
tween the devices is pivotal for facilitating 
the proper function of the system. A lack 
of resiliency is an inability to identify and 
adapt to the presence of nodes within the 
system that exhibit weak or outright neg-
ative performance, which can cripple the 
utility provided by the system.

Finally, the resource constraints that IoT/
CPS devices face must be taken into con-
sideration. Redundancy and encryption 
would at least mitigate, and could solve, 
some of the aforementioned problems, 
but the devices within these systems must 

be strategic in the functions on which they 
choose to expend energy. Thus, it is crit-
ically important for less resource-heavy 
security methods to be strategically eval-
uated and implemented.

Trust Management Systems 
for Internet of Things/ 

Cyber-Physical Systems

Trust management systems (TMS) are 
used to establish trust between two enti-
ties and are used in many areas of com-
puting including peer-to-peer networks 
[9,10], wireless sensor networks [11,12], 
and, more recently, IoT systems [13-15]. 
The TMS must be adaptable for a wide 
range of scenarios and applications. 
Trust propagation is the method in which 
peers propagate evidence to one another 
in a centralized or distributed fashion. In 
the proposed approach, trust propagation 
will occur in a hybrid fashion wherein de-
vices propagate information to each other 
as well as a central trust data store when 
they are able. The centralized data store 
enables devices to move throughout the 
system while maintaining a certain level 
of trust. This can keep a malicious device 
from corrupting one part of the system, 
being blacklisted from that section, and 
moving to a new section to cause cor-
ruptions. The central data store would 
provide the information allowing that sec-
tion of the system to know the device is 
blacklisted. Distributed trust management 
is ideal for the IoT and allows the system 
to compute scores for only small subsets 
of known neighbors, which are devices 
within direct communication based on 
being within one hop of communication. 

The calculation of the trust scores is accom-
plished through trust aggregation (the meth-
od by which the data will be aggregated for 
trust score calculations) by fuzzy sets, game 
theory, and Bayesian analysis [16,17]. Fuzzy 
logic uses if-then rule sets to solve the trust 
problem and provide a multi-logic value [17]. 
Bayesian trust models use Bayes’ theorem 
as a foundation for aggregation and have 
been widely used and implemented over the 
last decade. They are studied in wireless 
sensor networks, peer-to-peer networks ap-
plications, and IoT systems [17-20]. Game 
theory models compute a trust score using 
minimal resources, which is an advantage in 
limited-resource devices, such as IoT edge 
devices [21]. Unlike Bayesian trust models 
and fuzzy logic trust models, game theory 
models don’t predict what will occur. Instead, 
they mathematically estimate the behavior of 
the participants [17].  

Trust composition will include direct and 
indirect observations, such as the success 
of packet transmissions and performing 
an action. Direct observations will have 
the most impact in calculating the trust of 
another device. However, the indirect ob-
servations are important to provide a bal-
ance and better understanding of the true 
nature of a device. The observations are 
taken on a range of [0,1], where 0 indicates 
the device did not perform some particular 
action and 1 indicating the device perfectly 
performed that action. This allows for frac-
tional outcomes. A device could receive a 
0.75 rating for an action, meaning it was 
successful in performing the action but not 
100 percent. An average of all direct obser-
vations OD is taken, and the incremental 
average of indirect observations OI for de-
vice n for the ith observation is sent (ODi) 
using the incremental average such that 

The same can be done for indirect observation 
OI as they are propagated. This is used when 
calculating the probability of success for a de-
vice’s reputation through data aggregation.

To aggregate the data to calculate a trust 
score, a dual approach with Bayesian 
and game theory is advantageous. Game 
theory provides a lightweight method for 
edge devices to determine trust through 
a trust matrix, whereas Bayesian analysis 

Figure 1: IoT and CPS intersection with 
IoBT. 
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provides a more in-depth trust score 
calculation that can occur in a gateway 
and be propagated to the edge device 
when necessary. Bayesian analysis at-
tempts to predict the probability of a de-
vice performing a desired action given 
the device’s previous actions. The pre-
vious actions are both the direct and in-
direct observations that are propagated 
through firsthand experience and by the 
neighbors. The probability that a device 
D will successfully complete tasks is cal-
culated using Bayes Theory such that 

In this particular case, Pr(S) = 1 since suc-
cess is expected. For Pr(D|S), this probabil-
ity is identified based on direct and indirect 
observations. Indirect observations can 
be weighted by a factor of ω, such that 

Given this, the probability of D is all 
observat ions of the data such that 

To  generalize, the trust score TS for device n is 

Figure 2 illustrates the lifecycle events of 
TMS for a device.  It shows a device D1

entering into a new system and connect-
ing to a gateway. D1 can be either an edge 
device or gateway device entering the sys-
tem. The following steps occur for D1 as 
the device learns about neighboring devic-
es and maintains status within the system.

1. Device D1  enters the system and is 
given a neutral trust score with the 
gateway G1  and with device neighbors 
N1  and N2.

2. D1 performs actions as requested by 
G1, N1 , and N2.

3. With each request, G1, N1, and N2 up-
date their trust of D1.

4. Periodically, G1, N1,  and N2  share their 
trust score of D1  with each other, and 
G1  will share the scores with the cen-
tral data store.

5. The process maintains as long as D1 is 
in the system. 

6. If D1 moves throughout the system and 
belongs to a new gateway, G2, the cen-
tral data store can be reached, if avail-
able, to set an initial score for D1 that is 
a more accurate level of trust than the 
initial neutral trust score.

7. If the device trust score ever drops 
below a desired threshold, the device 
can be quarantined until further inter-
vention occurs (such as a higher-level 
algorithm, system administrator/opera-
tor review, or an offline forensic test).

This system provides a mechanism for 
monitoring devices while they are in use. 
Through this implementation, misbehaving 
devices may be detected, both malicious 
and faulty, and alert the system administra-
tor of the problem.

Use Cases

As IoT/CPS systems become more prev-
alent, they are also beginning to have an 
impact on the battlefield – referred to as the 
IoBT [22].  Figure 1 shows the attributes and 
intersection of IoT and CPS and how the 
IoBT incorporates qualities from both. The 
IoBT is the collection of devices that can 
be attached to vehicles or worn by soldiers 
in the battlefield, such as drones, sensors, 
and cameras. These devices must maintain 
secure communication in order to effectively 
work. If the devices are continuously mov-
ing throughout the system, it’s imperative 
they maintain authentication into the system 
and continuous correct functionality. 

Implementation of a TMS would enable 
these devices to maintain a trust score as 
they are used in the system. To accommo-
date mobility (and in some cases the tran-
sient nature) of these devices, a central data 
store can provide the means for a device to 
maintain its trust as it moves around. This 
provides a framework to keep malfunctioning 
and malicious devices from corrupting the 
entire system. If a device is blacklisted in one 
section of the system, it can’t move to a new 
section to cause corruptions because the 
trust score propagates. The TMS provides a 
reliable means of monitoring devices as well 
as activity associated with these IoBT-en-
abled devices used by warfighters moving 
throughout the system. Earlier this year, the 
U.S. Army Research Laboratory established 
a Collaborative Research Alliance to address 
challenges in IoBT including heterogeneity, 
connectivity, scalability, and interdepen-
dence of networked elements [23]. 

Another major area of research in CPS is 
the smart grid. The smart grid is the use of 
cutting-edge technologies, equipment, and 
operations to make the delivery of electric-
ity more reliable and efficient [24] than leg-

acy systems. The Department of Energy 
defines seven key requirements for a smart 
grid: self-healing, motivates and includes the 
consumer, resists attacks, provides power 
quality, accommodates generation and stor-
age options, enables markets, and optimizes 
assets for efficient operation [25,26]. The goal 
of the smart grid is to provide an infrastructure 
capable of handling distributed generation, 
renewable energy sources, electric vehicles, 
and demand-side management electricity 
[25]. As these technologies work together to 
control the delivery of electricity, it’s impera-
tive they maintain acceptable performance. A 
TMS can be used to evaluate whether each 
device in the system is reliable for performing 
its designated task. Furthermore, a TMS can 
revoke privileges to any device that becomes 
unreliable or faulty. The aforementioned TMS 
incorporates both dimensions of faultiness 
and potential cyber threat.

Conclusions and Further 
Explorations

IoT and CPS  are quickly becoming integrat-
ed into civil infrastructure and the battlefield. 
ATMS provides a key mechanism for estab-
lishing, maintaining, and revoking trust of de-
vices within IoT/CPS systems. This provides 
a foundation to establish a more secure and 
resilient system by blacklisting devices not 
performing desired actions. It is imperative 
that such functionality exist in the context of 
highly mobile devices that would otherwise be 
capable of compromising multiple parts of a 
system. On-going research is needed to con-
tinue development of TMS for IoT/CPS with 
the aim of strengthening the speed at which 
misbehaving devices are detected and im-
proving the ability to identify malicious versus 
faulty devices. ■

Figure 2: Device Entry into TMS.
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Introduction

In October 2016, Iran’s Tasnim News 
Agency revealed efforts by the naval 
wing of the Islamic Revolutionary Guard 
Corps (ISR) to develop the world’s first 

unmanned ground effect vehicle (UGEV) 
[1]. The report and accompanying photos 
posted on its website offered a window 
into Iranian efforts to create a new intel-
ligence, surveillance, and reconnaissance 
system that could take off and land on any 
stretch of calm sea.

Tasnim took the photos down hours after 
they were posted, inciting speculation that 
the ISR mission may not be the only, or 
even primary, mission for the UGEV. IHS 
Jane’s Defence Weekly assessed that, 
“while far slower than a conventional mis-
sile, a UGEV-derived munition would move 
far faster than any boat, potentially mak-
ing it harder to engage with anti-surface 
weapons” [1]. Jeremy Binnie, IHS Jane’s 
Defence Weekly Middle East/North Africa 
Desk editor, later noted that in a strike role 
the UGEV “may well be a sitting duck” but 
only if existing systems were prepared 
to meet a threat they had not previously 
seen - if “someone has thought to set up 
defenses to counter it” [2].

Binnie’s insight is a useful reminder of 
an often-overlooked component of U.S. 
efforts to anticipate, dissuade, and de-
feat threats from a growing range of 
possible state and non-state actors in an 
environment of dynamic and rapid tech-
nological innovation.

Attention is paid to the what of tech-
nological innovation, the specific tech-
nologies that specific adversaries are 

prioritizing and the technologies in 
which the U.S. should invest to better 
pursue its interests, protect the home-
land and drive competitions in salutary 
directions. However, the pace and scale 
of the diffusion of these technologies to 
a growing range of actors also places a 
premium on understanding the how of 
technology and capability use – that is, 
the operational concepts of current and 
emerging adversaries and the proclivi-
ties, mindsets, objectives, and priorities 
that shape these concepts. 

Staying ahead of the multidimensional 
challenge of adversary disruptive innova-
tion will require renewed and enhanced 
emphasis on red teaming and other alter-
native methods that allow the Department 
of Defense (DoD) to challenge existing 
assumptions, explore unconventional 
thinking about adversaries, anticipate 
new threats and challenges and, ultimate-
ly, identify capabilities and concepts to 
meet an expanding range of fast-moving 
and opaque threats. 

Approaches to Evaluating 
Impact of Disruption

Growing assertions that the global de-
fense and security environment has, 
over the course of the 21st century, 
become more complex, uncertain, and 
fast moving have become axiomatic but 
also relevant for DoD analysts and de-
cision-makers. Erosion of constraints 
against crisis and conflict and diffusion 
of the power to disrupt to a broader 
range of state and non-state actors to-
gether have significant implications for 
not just what DoD analysts examine but 
also how they do it.  

Traditional analytical methods and fil-
ters may no longer be sufficient, in and 

of themselves, to determine the origin, 
nature, pace, and trajectory of existing 
and emerging threats to the U.S. and 
its national interests. The incorpora-
tion of a number of alternative analy-
sis methods is becoming increasingly 
critical in efforts to effectively identify, 
assess, and plan for fast-moving and 
unanticipated situations. These meth-
ods can be divided into two broad cat-
egories: competitive and blue sky [3].  

Competitive techniques include meth-
ods such as multiple advocacy (also 
known as Team A/Team B) and analysis 
of competing hypothesis (ACH), both 
of which leverage defined and struc-
tured processes to compare the validity 
of range of usually already established 
and understood alternative outcomes, 
interpretations, and possible decisions 
against each other.

Multiple advocacy is an approach intro-
duced by Stanford University professor 
Alexander L. George in 1972 [4].  It asks 
individual or small groups of analysts to 
essentially role-play as advocates of par-
ticularly strongly held views and make 
arguments to a broader team of analysts 
about why this view is correct. The com-
petitive process of multiple advocacy 
typically either reveals particularly strong 
arguments or creates new and more ro-
bust hypotheses. 

ACH is a system first proposed in the 
1970s by former CIA analyst Richards 
J. Heuer, Jr. through a series of inter-
nal CIA articles and fully captured in his 
book The Psychology of Intelligence 
Analysis [5].  It involves an eight-step 
process for systematically identifying, 
assessing, and evaluating various hy-
potheses about a threat, event, or out-
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come. For example, ACH could be used to 
assess varying perspectives on the scale 
and nature of a shifting Islamic State threat 
to the U.S. homeland.  

ACH requires an analyst to explicitly identify 
all reasonable interpretations and theories and 
then assess and score the reliability and va-
lidity of evidence for each alternative hypoth-
esis. The method has gained traction in many 
forecasting and analytical communities and 
several software programs are available that 
facilitate construction of ACH matrices, includ-
ing one from the Palo Alto Research Center [6].  

Blue sky methods differentiate from 
competitive ones not by the absence of 
structure, but rather by an emphasis on 
developing more flexible and permissive 
structures that feature collaborative forums 
and encourage expansion of the alterna-
tive hypotheses and outcomes being con-

sidered rather than rigorous evaluation of 
those already known. 

Scenario planning stands out as a powerful 
blue sky technique through which analysts 
and decision-makers identify and evaluate 
a range of scenarios or alternative visions 
of the future with a particular focus on the 
possible and plausible over the likely. Small 
groups of analysts and experts discuss a 
range of scenario pathways and outcomes 
(typically in workshop or exercise settings) 
that seek to engender the expression of 
provocative, but informed, and exploratory 
views of the future that may run counter to 
current accepted organizational perspec-
tives. By identifying a set of representative 
possible and plausible futures, assessing 
how DoD can best operate in and across 
these environments and identifying sign-
posts that individual scenarios are more or 
less likely to come to pass, scenario plan-
ning can help DoD bound and anticipate 
novel threats and identify effective mea-
sures and capabilities to deter, dissuade or 
defeat these threats. 

Red Teaming to Anticipate 
Novel Threats 

Red teaming is a method that combines 
the structural focus of competitive ap-
proaches with the innovative and col-
laborative focus of blue sky techniques. 
It stands as a highly relevant means of 
generating the creative and, in some cas-
es, counterintuitive thinking that the cur-
rent and emerging threat environments 
demand. The terms “red teams” and “red 
teaming” are widely-used and connote 
different things to different individuals 
and communities – “for every red team 
that exists, a slightly different definition 
for red teaming also exists” [7]. 

Most frequently, “red teaming” is used to de-
scribe the process of injecting intentionally 
critical, frequently heretical, thinking into 
established analytical, evaluation, and de-
cision-making processes. 

The 2016 Joint Doctrine Note 1-16: Com-
mand Red Team gives a broad, but use-
ful, definition: “Command red teams help 
commanders and staffs think critically and 
creatively; challenge assumptions; mitigate 
groupthink; reduce risks by serving as a 
check against complacency and surprise; 
and increase opportunities by helping the 
staff see situations, problems, and potential 
solutions from alternative perspectives” [8].

Red teams also regularly have a particular 
focus on understanding how an adversary 
thinks, decides, and behaves in order to 
avoid mirror imaging – the psychological 
and analytical trap that assumes all actors 
are influenced by the same cultural, histor-
ical, ethical, moral, educational, strategic, 
and operational proclivities as the DoD.

Of course, adversary analysis can be diffi-
cult without participation by individuals ex-
perienced in the decision-making processes 
of adversaries. However, effectively tasked 
groups of multidisciplinary experts capa-
ble of thinking in creative and provocative 
ways can provide valuable insight and per-
spective. Setting up structures to solicit and 
incorporate this insight and perspective is 
critical in the current environment in which 
more actors are in pursuit and command of 
more and better capabilities and are using 
these capabilities in more unpredictable, 
previously unseen ways.

Applications of 
Red Teaming

Jane’s Strategic Assessment and Futures 
Studies Center has sought to bind this ex-
pansive issue of disruptive innovation by 
identifying and assessing four linked revolu-
tions: perception, processing and cognition; 
human and materials performance; manu-
facturing and logistics; and communication, 
navigation, targeting, and strike [9].

Within this framework, three dynamics in par-
ticular underscore the amplified demand for 
red teaming to better understand adversaries 
and how specific technologies may evolve. 

First, the pathway from development of 
innovative technology to deployment of a 
disruptive capability necessitates a series 
of complementary innovations in opera-
tional concepts, organizational structures, 
training, procurement processes, industry 
alignment, infrastructure and ethical, le-
gal, and regulatory issues [9]. Aligning all 
components of innovation typically takes 
time and can involve the trackable mile-
stones that allow the DoD to assess the 
maturity and pace of disruptive innovation 
by other states.

However, some U.S. adversaries and compet-
itors have proven increasingly effective in nav-
igating these adjacent innovations and have 
simultaneously demonstrated a lack of con-
cern about the ethical, legal, and regulatory 
implications of using these capabilities, espe-

Figure 1: Steps of ACH.
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cially in light of what Jane’s Strategic Assess-
ment and Futures Studies Center believes is 
the ongoing and rapid deterioration of rules-
based geopolitical norms that have pervaded 
for much of the last several decades [10].

For example, China’s government is provid-
ing technical and material support of its large 
commercial fishing fleet, which includes, 
among other things, provision of “inter-op-
erable electronics”; position, navigation, and 
timing technologies; and even military train-
ing. The result is the establishment of a novel 
and difficult to detect maritime militia [11].

Non-state armed groups, transnational net-
works, and ideologically imbued individuals 
are even less encumbered by traditional 
constraints, allowing them more options to 
optimize the effects of the technologies they 
possess. Consider the improvised explosive 
device (IED), which is possibly the most stra-
tegically disruptive capability of the first two 
decades of the 21st century. According to 
the Department of Homeland Security, “IEDs 
consist of a variety of components that in-
clude an initiator, switch, main charge, pow-
er source, and a container” [12] – all roles 
that can be filled by mundane commercial 
items [13]. IEDs also use a variety of “com-
monly available materials, such as fertilizer, 
gunpowder, and hydrogen peroxide” as the 
explosive materials, which must be accom-
panied by fuel and an oxidizer [12]. Estimat-
ed costs of IEDs vary, but in 2015 Defense 
One assessed that particularly advanced Ira-
nian-developed IEDs known as explosively 
formed penetrators cost $30 or less [14].

This low-tech weapon was deployed by 
Islamist extremist and insurgent groups in 
Iraq and Afghanistan in unexpected ways 
contrary to the conventions of modern war-
fare, driving tactical, operational, and stra-
tegic disruption for the U.S. and coalition 
war efforts in these theaters. A short list of 
cost-imposing effects of the IED includes 
the establishment of the Joint IED Defeat 
Organization; increased expenditure on new 
capabilities (the Government Accountability 
Office estimates $75 billion was spent on 
Mine-Resistant Ambush Protected trucks, 
ground-penetrating radar, jamming, a range 
of surveillance techniques, and body armor 
and other capabilities) [15]; investment in 
the development, testing, and deployment 
of new tactical and operational concepts; 
and, most critically, more than 3,000 U.S. 
forces killed and 33,000 wounded in Iraq 
and Afghanistan from 2005 to 2011 [15,16].

Second, not all actors seeking to devel-
op capabilities in individual revolutions, 
or across multiple ones, will have the en-
gineering or budgetary capacity, strategic/
mission need, or overall interest to pursue 
the highest-end technologies or applica-
tions of these technologies. 

For example, increased demand for un-
manned aerial systems is a notable feature 
of the modern defense and security market. 
The military market for unmanned systems 
has essentially doubled from around $3 bil-
lion in 2009 to $6 billion in 2015 [17]. How-
ever, the types of unmanned systems that 
are diffusing most widely are not the high-
est-end technologies requiring the most ad-
vanced engineering, materials, testing and 
scale of effects, such as High-Altitude Long 
Endurance platforms that can fly at or above 
50,000 feet or aerostats that are essentially 
pseudo-satellite capabilities. 

Only 5 percent of the 63,000 unmanned sys-
tems forecast to be sold to military and secu-
rity communities between 2016 and 2025 will 
be the Class III systems, which weigh more 
than 600 kg and are capable of carrying the 
most sophisticated payloads at the highest 
altitudes for long periods of time [17]. 

Approximately one-quarter (23 percent) of this 
future demand is expected to be met by sys-
tems weighing between 2 kg and 20 kg that 
are more disposable systems designed for 
more tactical or close-in surveillance missions 
(which do sometimes include novel technol-
ogies) [17]. Add in the increasing availability 
of small commercial drones and quadcop-
ters, and the picture of the use of unmanned 
systems for defense and security purposes 
becomes even more layered, with consid-
erable activity taking place in lower-cost, 
shorter-range, less advanced intelligence, 
surveillance, and reconnaissance payload 
systems, some of which are commercially 
available. However, this does not mean that 
compelling and disruptive innovation in low-
end applications is not taking place. 

Applications of directed energy weapons offer 
a useful example. At the highest-end applica-
tion, directed energy is being considered as a 
low-cost of shot solution for the growing threat 
of the saturation of existing missile defenses 
by low-cost, but increasingly accurate, cruise 
and ballistic missiles [18]. Directed energy is 
also being tested as a close-in defense weap-
on to deal with small boat and unmanned 
threats by the U.S. Navy aboard the USS 

Ponce and by China as a riot control weapon 
and aboard paramilitary ships [19].

In addition, because low-end versions of this 
technology are commercially available, some 
less sophisticated forms of directed energy 
requiring considerably less investment, re-
search and development, and systems en-
gineering (generating a significantly smaller 
scale of effects such as laser pointers) have 
been used by non-state actors and indi-
viduals to disrupt commercial airline pilots 
[20] and harm Coast Guard personnel and 
equipment [21]. In 2013, 3,960 laser strikes 
against aircraft were reported, leading the 
FBI to trial a rewards program in 2014 for 
information leading to the arrest of individ-
uals carrying out these low-cost, potentially 
high-impact attacks [20].

Third, high-end and low-end versions of 
technologies of interest to the four revo-
lutions (and ideas on how to use them) 
are diffusing through more pathways, 
ensuring a broader range of actors not 
only have interest in, but also access 
to, advanced military, dual-use, or even 
commercial technologies that can enable 
disruptive threats. 

Commercial diffusion of advanced technol-
ogies is particularly salient to the discussion 
of red teaming. Companies across several 
industries (high-tech, automotive, commercial 
aerospace, energy, and maritime) all share an 
interest in developing and commercializing at 
scale many of the same types of capabilities 
relevant to each of the four revolutions, nota-
bly: autonomy and unmanned systems, smart 
key technologies, machine learning, cyber 
and electromagnetic spectrum capabilities, 
composites and smart materials and energy 
capture and storage. Many of these technol-
ogies are sold commercially, and others are 
transferred as part of joint ventures, partner-
ships, and export sales.

As Paul Scharre, director of the 20YY War-
fare Initiative at the Center for a New Ameri-
can Security, noted, “many of the underlying 
technologies behind increased autonomy 
are driven by commercial sector innovation, 
and as a result will be available to a wide 
range of state and non-state actors” [22].

Indeed, there is an established history of 
Islamist extremist groups and insurgents 
in Iraq, Syria, and across the Middle East 
leveraging commercially available technol-
ogies (software, encryption technologies, 
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electromagnetic jammers, and drones) to 
either present novel threats to U.S. interests 
and personnel or to counteract advanced 
U.S. capabilities. For example, in either 
late 2014 or early 2015, an Islamic State 
supporter posted a document, “How to Kill 
UAVs,” to the Justpaste.it website [23].

Another indicative example of the inter-
section of non-state armed group tactical 
innovation and enhanced technical capac-
ity occurred in December 2009 when Iraqi 
Shiite militants used commercially available 
SkyGrabber software to tap into Predator 
drone live video feeds. Although the Iraqi 
fighters were unable to manipulate the feed 
or control the $4.5 million drone, the $26 
software did allow them to view drone sur-
veillance, enabling them to avoid detection 
and maintain operational security [24].

The bottom line of the collision of these three 
dynamics is that many actors that seek to 
harm the U.S. and disrupt worldwide inter-
ests are both increasingly less constrained by 
technical capacity and nearly unconstrained 
in devising means of leveraging this capacity. 
This reality places building pressure on the 
U.S. homeland security and defense enter-
prise as well as U.S. allies and partners to 
quickly develop new and enhanced methods 
and mindsets (ways of thinking about emerg-
ing threats) to meet an expanding, dynamic 
threat. As a recent United Kingdom’s Ministry 
of Defence white paper noted, “we must con-
tinue to adapt to stay ahead, finding ways to 
be more innovative in the ways we think, the 
ways we develop capabilities, and the ways 
we operate ourselves” [25].

Implementation 
Implementation of red teaming is rarely a 
simple process and requires a delicate mix 

of structure, creativity, and intuition across 
four phases of execution. 

First is the conceptualization and design phase 
during which stakeholders determine exercise 
objectives, parameters, structure, questions of 
interest, resources, and timelines. 

The design phase also involves the se-
lection of red team participants. Most suc-
cessful red teams incorporate a mixture 
of creative thinkers, devil’s advocates, 
and deep subject matter experts, includ-
ing, when relevant, individuals who share 
similar cultural or national backgrounds 
or operational experiences as the adver-
saries of interest. However, successful 
team composition goes well beyond find-
ing the most experienced or well-estab-
lished experts on a given topic. Indeed, 
it requires an expansive view of relevant 
perspectives and the courage to include 
non-traditional viewpoints or experiences 
that will help stakeholders achieve their 
overall objective. 

For example, in the aftermath of the 2012 
Taliban attack against Camp Bastion in Af-
ghanistan, U.S. Marine Corps Task Force 
Belleau Wood formed a red team to miti-
gate against future failures of imagination 
in defense of the base. The red team did 
not engage senior officers with decades 
of operational experience. Instead, it was 
comprised largely of enlisted personnel 
who were unconstrained by the habits and 
expectations of experience and were more 
willing to consider bizarre attack modes that 
are “video game caliber” [26]. 

Supporting research is the second phase of 
effective red team execution. Exercise read-
ahead and game materials offer participants 

an opportunity to fill gaps in their under-
standing of key issues and identify patterns 
in decision-making, tactics, techniques, 
attack modes, and adaptation efforts. A 
2012 article entitled "Force Protection and 
Suicide Bombers: The Necessity of Two 
Types of Red Teams" published in the Ca-
nadian Military Journal highlights the utility 
of in-depth research efforts in support of red 
team exercises [27].   

Research into suicide attack modes and tar-
get types over time of eight terrorist groups  
“readily provide data points concerning the 
range of casualties (minimums and maxi-
mums) of successful operations and other im-
portant information including the time of day, 
type of attack, number of perpetrators, and so 
on” [27]. Assessment of these patterns pro-
vides insight into how specific groups behave 
and can serve as a useful jumping off point for 
red team discussions of how these patterns 
may evolve under new strategic, operational, 
or tactical exigencies and realities. 

The third phase of red team implementa-
tion is execution and facilitation. Experi-
enced facilitators are crucial in balancing 
the need for rigorous structure and uncon-
strained thinking in a way that does not 
“unconsciously stifle dissent and subtly dis-
courage alternative thinking” [7]. Intuition 
is particularly important in this phase in 
shaping and guiding the conversation and 
understanding when and why to stray from 
the structure and questions developed in 
phase one in order to explore potentially 
fruitful analytical pathways. 

Ultimately, facilitators are responsible for 
serving as a sherpa (guiding team mem-
bers through a dynamic and occasionally 
taut process), a traffic cop (ensuring col-
laborative discussions and driving team 
members to reach decisions within exer-
cise timelines either through consensus 
or team votes), and a devil’s advocate 
(periodically asking why and why not to 
force participants to articulate their core 
assumptions and consider additional al-
ternatives).

The final phase of effective red team im-
plementation is the use and incorporation 
of exercise outputs. Rapporteur notes 
on red team themes, insights, decisions, 
uncertainties, and tensions serve as the 
basis for red team outputs, typically af-
ter-action reports and hotwash briefings 
designed to challenge widely-held or 

Figure 2: Samples of Red Team questions.
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long-standing assumptions and help de-
cision-makers expand the range of chal-
lenges and solutions they consider. 

Red team outputs are rarely determinis-
tic. Most frequently, these outputs are in-
corporated as one particularly stimulating 
and independent component of a broader 
process to diagnose, assess, or respond 
to a threat, challenge, or competition. Be-
cause red teams are designed to offer a 
check against and challenge to organiza-
tional bias and commonly-held assump-
tions, red teams must balance a need for 
independence and the need to have top-
down organizational and stakeholder buy-

in that the results – whatever they may 
be – are to be considered on their merits. 

In addition, while ad hoc red teams can be 
useful to analysts and decision-makers, 
red teaming is most effective when it is 
built into broader processes of both DoD 
capability development and threat evalu-
ation programs from the start. According 
to Red Team Journal Editor Mark Mateski, 
“to validate concepts and capabilities up 
front and throughout the engineering life-
cycle is canonical to systems engineers” 
[28], but program managers and procure-
ment officers may see regular attempts to 
find vulnerabilities in their programs as 

adding expense, time, uncertainty, and, 
potentially, political or procurement risk. 

Conclusion
Red teaming is an increasingly important 
component of meeting the complex, un-
certain, and contested environments and 
disruptive threats driven by the future of 
technological innovation and diffusion. If 
designed and implemented well, red team-
ing can help decision-makers uncover pos-
sible threats and vulnerabilities that may 
not be visible through traditional methods 
and filters – a valuable tool for furthering 
the defense of U.S. interests and assets, 
domestic or abroad. ■
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Introduction

Animal studies and conven-
tional cell cultures have been 
used in biomedical research 
for decades. However, organ-

on-a-chip (OoC) devices imitate the 
structure and function of tissues in vitro, 
making them a promising research al-
ternative to these classical approaches. 
Animals are not necessarily accurate 
models for humans because of funda-
mental biological differences. Due to the 
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species-specific differences in drug up-
take and toxicities, results of a drug trial 
in an animal do not necessarily translate 
well to the results of human studies. Fur-
ther, in light of emerging alternatives that 
may be even more accurate, it may no 
longer be efficient to conduct drug trials 
in animals. 2-D cultures of human cells 
are sometimes used for similar applica-
tions, but the activity of a cell closely de-
pends on its microenvironment – a petri 
dish does not sufficiently mimic the 3-D 
environment and physiological condi-
tions of a human body [1]. OoC devic-
es closely mimic human physiological 
systems, and therefore can be used as 
a platform to understand and predict the 
effects of chemical and biological agents 
on human tissues and organs, perform 
forensic analyses, and develop and test 
medical treatments. 

Defense agencies actively seek such bi-
ological screening technologies in the 
interest of national defense. In 2013, 
the Defense Threat Reduction Agency 
(DTRA) and Edgewood Chemical Biolog-
ical Center (ECBC) partnered on a five-
year project to investigate the effects of 
chemical warfare agents (CWA) on hu-
mans [2,3]. In another DTRA-funded proj-
ect, researchers developed a Pulmonary 
Lung Model, or PuLMo, an organ-on-a-
chip device that can be used to study 
the flow of particles within a lung [4]. 
However, challenges with high-through-
put fabrication of these devices remain 
a barrier to innovation in the field and to 
widespread implementation. 

Researchers at the University of Con-
necticut are now using 3-D printing for 
rapid prototyping to simplify the tradi-
tionally complex fabrication process of 
these devices with the aim of facilitating 
rapid advances in the OoC concept and 
moving closer to realizing a practical 
body-on-a-chip (BoC) technology. 

3-D Printing 
3-D printing is a fabrication method that 
enables rapid and precise transformation 
of 3-D computer designs into physical 
models. It relies on the use of additive 
patterning of a material in a layer-by-layer 
manner using a print head, nozzle, or oth-
er mechanism. Common 3-D printing ap-
proaches include stereolithography (SLA) 
(see Figure 1a), fused deposition model-
ing (FDM) (see Figure 1b), photopolymer 

inkjet printing, selective laser sintering, 
and binder jetting [5-8]. FDM involves 
melting a thermoplastic polymer using a 
heated nozzle and depositing layers that 
solidify and form a 3-D structure. SLA em-
ploys a beam of light to polymerize layers 
of a liquid photo-curable resin. Hybrid 3-D 
printers, such as multijet modeling print-
ers, combine FDM and SLA techniques 
by depositing a photo-curable resin and 
polymerizing it using light. Over the last 
decade, these methods have been vast-
ly improved in terms of their accuracy, 
precision, and compatibility with a broad 
range of materials. 

The Department of Defense already uses 
3-D printing for medical applications. 
The 3-D Medical Applications Center at 
the Walter Reed National Military Medical 
Center conducts research on medical ap-
plications of 3-D printing, including ortho-
pedic and craniofacial reconstruction as 
well as dental implants [9].  Additionally, 
the technology can be used to manufac-
ture devices for on-site diagnosis and 
health tracking of troops [10,11].  3-D print-
ing could also be utilized by the military 
to print spare parts and tools on-site for 
maintenance and repairs at isolated oper-
ation bases [12].  

3-D Printed Living Cells 
Within Microfluidic Devices

Microfluidic devices can be fabricated to 
serve as a physical environment where 
living cells can be spatially patterned and 
survive and grow over days and weeks 
– referred to as OoC. Human cells are a 
necessary condition of OoC. Cells can be 
obtained from a human cell line and will 
proliferate indefinitely from stem cells that 
have the ability to turn into any cell type 
(or even skin cells that are dedifferentiated 
into stem cells). This allows for studies on 
any tissue in the body, including tissues 
from people of different genders and ge-
netic mutations (for example, those with 
immune disorders) by harvesting a small 
sample of cells from a range of subjects.

Microfluidic systems serve as the foun-
dation for OoC systems, and offer 
the precise control of the flow of fluid 
through microscale channels, and the 
ability to closely tune the physical envi-
ronment to conditions that mimic those 
of the human body. Of the many 3-D 
printing techniques, FDM, SLA, and pho-
topolymer inkjet printing show the most 

promise for use in microfluidic chip fab-
rication [5]. Microfluidic devices have 
been shown to enable the construction 
of numerous OoCs including cardiac 
and skeletal muscle and cancer tissues 
[1]. The devices can also be 3-D printed. 
For example, University of Connecticut 
researchers demonstrated patterning of 
tissue constructs into 3-D printed chips  
[13]. Results show that UV-crosslinked 
hydrogels in transparent chips that were 
printed via low-cost desktop printers can 
provide a suitable environment for cells 
to proliferate. This approach demon-
strates strong promise for co-patterning 
of different cell lines to create an even 
more biomimetic environment.  

Bioprinting is a modification of 3-D print-
ing where the printing material is replaced 
with a “bioink,” comprised of living cells, 
a cell-compatible scaffold, and growth 
factors important to promote cell surviv-
al after printing. Bioprinting has shown 
potential in constructing complex 3-D cel-
lular structures, which mimic the 3-D com-
plexity of human tissues. The intersection 
of bioprinting with microfluidics gives rise 
to highly useful 3-D cell culture systems. 
For example, liver tissue can be printed 
directly into microfluidic channels, which 
are then covered with another polydimeth-
ylsiloxane (PDMS) layer to form a func-
tional microfluidic device as a bioreactor 
to maintain long-term viability of cells [14]. 
Following fabrication, the device was per-
fused with cell media at an appropriate 
flow rate to provide adequate nutrients 
and oxygen to the microtissues without in-
terfering with the biomarkers secreted by 
the cells. Using both direct bioprinting into 
the microfluidic device followed by biore-
actor-like microfluidic perfusion made this 
approach unique. This microfluidic plat-
form mimics the 3-D culture environment 
of the human body and could be used to 
study drug-induced toxicity.

Toward Single-Step 
Biofabrication of Organs-on-

a-Chip via 3-D Printing
Single-step biofabrication of the entire 
OoC using multimaterial 3-D printing 
represents a promising future direc-
tion in this field [15]. Currently, most 
microsystems are fabricated using a 
soft lithography technique with PDMS, 
a synthetic elastomer that can be 
poured around a mold and cured. This 
process requires multiple steps and 
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costly, dedicated tools, and limits rap-
id prototyping and customization during 
the design process. Using multimaterial 
3-D printing of viscoelastic inks, a wide 
range of structural, functional, and bio-
logical materials can be patterned in a 
single-step automatized fabrication pro-
cess. 3-D printing allows these devices 
to be rapidly created and customized at 
a low cost. This approach may be more 
impactful than traditional OoC construc-
tion due to the ability to perform rapid 
design iterations and high-throughput 
fabrication. Multimaterial 3-D printing of 
OoC has been demonstrated by the Lewis 
Lab at Harvard University [16]. With this 
technique, a fully 3-D printed microphys-
iological device is fabricated to provide a 
continuous electronic readout of the con-
tractile stress of multiple laminar cardiac 
microtissues. 

Body-on-a-Chip
While the idea of culturing human tissue 
on a chip is not new, combining sever-
al organs in the same device using 3-D 
printing is at an early development stage. 
BoC devices are an extension of OoC 
devices, and include multiple organs in 
fluidic communication with one another. 
Because signaling between organs is an 

important component of the body’s func-
tions, BoC devices can more accurately 
predict a systemic reaction to diseases 
or toxins. A BoC could model the human 
response to drugs, chemical toxins and 
biologic agents. 

The BoC concept could be fabricated 
on the scale of a few centimeters and 
be connected to fluid channels and sen-
sors to facilitate long-term viability and 
continuous monitoring of individual or-
gans and interactions of different organs. 
The in vitro BoC platform will offer more 
human-relevant studies to evaluate effi-
ciency and toxicity of drugs for different 
organs. For instance, a drug that is useful 
in treating heart disease can be metab-
olized by the liver, causing toxic effects 
that would only be realized in a body-wide 
study. In uniquely human diseases, such 
as asthma, no animal testing can imitate 
the human response. A BoC, engineered 
with human cells, can truly mimic physical 
environments of human tissue including 
fluidic shear stresses and microparticle 
transport across different fluid-tissue 
boundaries. The concept has been prov-
en to be a more realistic model for drug 
discovery, which could surge drug devel-
opment and enable researchers to per-

form experiments considered risky for 
human subjects at high-throughput. 

Each 3-D printed BoC device can be fab-
ricated at a low cost in a reasonably short 
amount of time, which helps with their 
application for high-throughput drug dis-
covery. This development could be used 
to study how a warfighter ’s body and 
major organs react to CWAs, as recently 
demonstrated by a research team led by 
DTRA [9].

Military Applications for 
Organs-on-a-Chip

As aforementioned, 3-D printing can be 
used by government organizations, such as 
the Department of Homeland Security and 
U.S. Special Forces, to rapidly fabricate 
OoCs in a single step with higher reliabil-
ity (compared to existing methodologies). 
Becasue these screening devices can be 
printed on demand, it is not necessary to 
know what exposures may be encountered. 
Once an agent of concern is suspected, the 
device can be printed and utilized to assess 
the effects of the agent on specific body 
tissues and recommendations for protec-
tion can be made. This creates an agnostic 
screening tool that eliminates the need for 
transporting specific screening tools. Be-
cause of this, minimal resources are used, 
saving space and time.

The OoC technology could provide more 
insight into surviving harmful environmen-
tal exposures, such as contaminated toxic 
water and air, which could result in irreme-
diable health issues. In order to more ac-
curately reflect total system response to 
contaminants, multiple OoCs must be used. 
A small-size, low-cost microphysiological 
BoC system could be used to examine 
and estimate the body’s reaction to toxic 
environmental assaults or CWAs. OoCs 
could be a useful tool for high-throughput 
and rapid study of the effects of new bio-
logical or chemical weapons. Governmen-
tal agencies, including DTRA and ECBC, 
could continue research to develop more 
accurate toxicological models that will aid 
in developing medical countermeasures for 
identifying threats.

Applications of this emerging technology 
also include studying biological process-

Figure 1: 3-D printing technologies used in 
fabrication of microfluidics: (a) SLA and (b) 
FDM [17]. (Released)
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es in health and disease over time, and 
developing and testing clinical therapies. 
Closely studying the human cells in the 
OoC over the course of a viral infection 
can ultimately lead to more effective an-

tiviral treatments. Another application in-
cludes the PuLMo, which allows real-time 
assessment of how a human’s lungs re-
act to certain drugs [4]. OoC devices en-
able military agencies such as the U.S. 

Army Medical Research and Materiel 
Command and Naval Health Research 
Center to rapidly develop treatments for 
warfighters based on current demands. ■
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